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1. a)
A jar contains two white and three black balls. A sample of size 4   is made.   What is the probability that the sample is in the order {white, black, white,    black}?                                                                                       
b) 
A box contains 4 bad and 6 good tubes. The tubes are checked by drawing a tube at random, testing and repeating the process until all 4 bad tubes are located. What is the probability that the fourth bad tube will be located (i) on the fifth test (ii) on the tenth test?       









c)
Consider the experiment of tossing four fair coins. The random variable X is associated with the number of tails showing. Compute and sketch Cumulative distribution function of X


2.
Two discrete random variables X and Y have joint p.m.f. given by the following table:

                       X  (          1             2                 3         Y

                                                                                    (
                        1           1/12        1/6             1/12

                        2           1/6          ¼               1/12

                        3            1/12       1/12               0

Compute the probability of each of the following events (i) X(1 ½ (ii) XY is even (iii) Y is even given that X is even.
3. a) 
If X and Y are two random variables which are Gaussian. If a random variable Z is defined as Z=X+Y, Find fZ(Z).
b) 
Prove that the characteristic function and probability density function form a fourier transform pair.

4. 
Consider a Random binary waveform that consists of a sequence of pulses with the following properties  

(i)
Each pulse is of duration T0
   (ii)
Pulses are Equally likely to be ( 1


(iii)
All pulses are statistically independent 

(iv) The pulses are not synchronized, that is, the starting time T of the first pulse is Equally likely to be anywhere between 0 and Tb


Find the Auto correlation and power spectral density function of x(t).
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5. 
A Random process n(t) has a power spectral density g(f) = 
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 Random process is passed through a low pass filter which has transfer function H(f)=2 for -fm (  f ( fm  and H(f)= 0  otherwise. Find the PSD of the waveform at the o/p of the filter.

6. a)
Write short notes on 

i) Noise power spectral density.




ii) Noise suppression in semiconductor devices.

b)
Discuss the role of temperature variation in the operation of electronic devices in the point of view of noise generation.



7. a)
Discuss the significance of noise equivalent temperature of an electronic system. 

 b)
Evaluate the equivalent noise temperature of a two port device with a matched source and a matched load.

8. a) 
Discuss the necessity for “Source coding”. 


b) 
A source has an alphabet {a1, a2, a3, a4, a5, and a6} with corresponding probabilities {0.1, 0.2, 0.3, 0.05, 0.15, and 0.2}. Find the entropy of its source. Compare the entropy with the entropy of a uniformly distributed source with same alphabet.
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1. a) 
List and explain the properties of discrete probability density function.    
   b)
Three newspapers A, B and C are published in a city and a survey of readers          indicate the following:

         
20% read A, 16% read B, 14% read C, 8% read A &B, 5% read A & C, 2% read A, B & C.

For one   adult chosen at random, compute the probability that: (i) he reads none of the papers. (ii) he reads exactly one of the papers (iii) he reads at least A & B if it is known that he reads at least one of the papers published. 
2. a) 
If A and B are independent events, prove that the events Ā and B, Ā and B; and           A and B are also independent.                                                                           
b)
A1, A2 and A3 are three mutually exclusive and exhaustive sets of events associated with a random experiment E1.Events B1,B2and B3 are mutually exclusive and exhaustive sets of events associated with a random experiment E2. The joint Probabilities of occurrence of these events and some marginal probabilities are listed in the table given below:

                                  B1            B2                B3

                     A1        3/36          *                  5/36

                     A2        5/36          4/36             5/36

                     A3         *               6/36               *

                     P(Bj)     12/36       14/36               *
(i) Find the missing probabilities (*) in the table.

(ii) Find P(B3|A1)and P(A1|B3)

(iii) Are events A1 and B1 statistically independent?                 
3. a) 
What is the difference between one to one and many to one transformations. Give the meaning of monotonic increasing & monotonic decreasing transformations with examples.

     b) 
List the properties of Gaussian curve.
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4. a)
Explain the concept of Random process.

 b)
An ergoic random process is known to have an auto correlation function of the form


Rxx(() = 1-(((, (((( 1


    
   = 0,(((( 1

           Show the spectral density is given by 
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5. a)
Derive the relation between PSDs of input and output random process of an LTI system.

    b)
X(t) is a stationary random process with zero mean and auto correlation 
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. Find mean and PSD of its output.

6. a)
What are the causes of thermal noise?


    b)
What are the causes of shot noise?

7. a)
Derive the mathematical description of noise figure.


b)
An amplifier with ga = 40dB and BN = 20KHz is found to have Nao = 10(K T0 when Ti = T0. Find Te and noise figure.

8. a) 
Write short notes on the role and use of Information theory to a communication engineer. 
 

b) 
A card is drawn at random from ordinary deck of 52 playing cards. Find the information in bits that you receive when you are told that the card is a heart, a face card, and a heart face card.
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1. a) 
Define Conditional probability and mention its properties.                                   
 b)
What is the probability of picking an ace and a king from a deck of 52 cards?    
 c)
A box contains 4-point contact diodes and 6 alloy junction diodes. What is the       Probability that 3 diodes picked at random contain at least two point contact       Diodes?                             
2. 
The number of newspapers that a certain delivery boy is able to sell in a day is found to be a numerical valued random phenomenon, with a probability function specified by the p.m.f.p(.) given by:                      
                        p(x) = Ax               x=1,2,3,……………50

                      = A (100-x)   x=51,52,……………100

                      = 0 otherwise

(i) Find the value of A that makes p (.) a p.m.f. and sketch its graph. (ii) What is the Probability that the number of newspapers sold tomorrow is (a) more than 50 (b) less than 50 (c) equal to 50 (d) between 25 and 75 exclusive (e) an odd number. (iii) Let the events indicated in (ii) be denoted respectively by A, B, C, D and E. Find P (A|B), P (A|C), P (A|D) and P(C|D). Are A and B independent? Are A and D independent?   Are C & D independent events?
3. a) 
Show that mean of the binomial distribution is the product of the parameter p and the number of times n.

    b)
Sketch the probability density function & Probability distribution function of 
(a) Exponential distribution (b) Uniform distribution (c) Gaussian distribution

4. a)
Distinguish between stationary and non stationary Random process.

b)
Consider a train of Rectangular pulses having as amplitude of 2 volts and widths which are either 1
[image: image7.wmf]s

m

 or 2
[image: image8.wmf]s

m

  with equal probability. The meantime between pulses is 5
[image: image9.wmf]s

m

. Find the PSD Gn(f) of the pulse train.
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5. 
A random process x(t) is applied to a network with impulse response                 h(t) = u(t)t exp(-bt) where b>0 is a constant. The cross-correlation of x(t) with the o/p y(t) is known to have the same form.



Rxx(() = u(()( exp(-b()

a) Find the auto correlation of y(t)?

 
b)
What is the average power in y(t)?
6. a)
Calculate the equivalent noise bandwidth of an RC Low pass filter. How it is related to its 3 db bandwidth.

b)
Find the PSD of the noise voltage across the terminals 1 & 2 for the following circuit.
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7. a)
Show that the effective noise temperature of ‘n’ networks in cascade is given by,


Te = Te1+ Te2​/g1+ Te3​/g1g2+………..+Ten​/g1g2…gn-1)


    b)
A low noise receiver for satellite ground station consists of the following stages




Antenna with Ti  = 125(K



Waveguide with a loss of 0.5dB



Power amplifier with ga = 30dB, Te = 6(K, BN = 20 MHz



TWT amplifier with ga = 16dB, F= 6dB, BN = 20 MHz
  
         

Calculate the effective noise temperature of the system.


8. a) 
Messages Q1, Q2, Q3 have probabilities P1, P2, P3 such that P1+P2+P3 = 1. Find Hmax by first eliminating P3.
 

 b) 
Consider five messages have probabilities ½, ¼, 1/8, 1/16, 1/16. Using Shannon – Fano algorithm, develop efficient code. For that code find the average number of   bits message and compare with H.
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1. a) 
Define the following and give one example for each.

  
(i) Sample space.  
(ii) Event.  
(iii) Mutually exclusive events.

   
(iv) Collectively exhaustive events.                                                                      
   b) 
In three boxes, there are Capacitors as shown in the following table:


Value in (f                     Number in box

           (                                        (
                                            1          2          3

           1.0                           70        80      145

           0.1                           55        35        75

           0.01                         20         95       25

An experiment consists of first randomly selecting a box (assume that each box has the same probability of selection) and then randomly selecting a capacitor from the chosen box. (i) What is the probability of selecting 0.01uf capacitor, given that the box2 is chosen?    (ii) If a 0.01 (f capacitor is chosen, what is the probability that it came from the second box?                                                  
2. a) 
A fair coin is tossed three times and the faces showing up are observed.(i)Write the Sample description space (ii) If X is the number of heads in each of the outcomes of this experiment, find the probability function. (iii) Sketch the CDF and pdf.                                                                                                 
b) 
The continuous random variable X has a p.d.f. f(x)= x/2, 0(x(2.Two independent determinations of X are made. What is the probability that both these determinations will be greater than one. If three independent determinations are made. What is the probability that exactly two of these are larger than one?  
3. a)
A Gaussian distribution random variable X of zero mean and variance  is σ2 transformed by rectifiers Characterized by input-output relation 



Y = ax2, X.+0



    = 0, X<0
          


 Determine the Probability of Y.

    b)
Find the nth moment of uniform random variable & hence its mean. 
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4. a)
Prove that PSD and Auto correlation function of Random process form a fourier 
transform pair.
    b)
A random process has the power density spectrum 
Sxx(w) =
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average power in the process.

5. 
The input voltage to an RLC series circuit is a stationary Random process X(t) with E[x(t)]=2 and Rxx(
[image: image12.wmf]t

) = 4+ exp(-2
[image: image13.wmf]t

 ). Let Y(t) be the voltage across capacitor. Find E[Y (t)] and Gy(f).

6. a)
Explain available power of a noise source.

    b)
Explain the components of noise power spectral density.

7. 
Which of the following noise parameters is the true representation of noise in electrical circuits?

i) Noise figure 

ii) Noise temperature

iii) Noise bandwidth

Support your answer with the help of suitable examples.

8. a) 
A source emits six messages with probabilities ½, ¼, 1/8, 1/16, 1/32 and 1/32. Determine average information per message. What would be the information if the above messages were equally probable?  


    b) 
Distinguish between the terms “Self Information and Mutual Information”.

###

Set No:


1





Set No:


2





Set No:


3





Set No:


4 








_1093425289.unknown

_1124460235.unknown

_1124460273.unknown

_1124588701.unknown

_1093429401.unknown

_1093429432.unknown

_1093425333.unknown

_1093424322.unknown

_1093424356.unknown

_1093421073.unknown

_1093419516.unknown

