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1.a) 
Write a pseudo-code for the implementation of UNION instruction using linked list. Explain the working of the implementation.




   b) 
Explain the usefulness of the following fundamental operations on serts


(i) MIN     (ii) DELETE   (iii) FIND
 (iv) UNION
(v) INSERT.  

2.a) 
Explain control abstraction for divide-and-conquer strategy.

b) 
One way to sort a file of n records is to scan the file first merging consecutive pairs of size one, then maging pairs of site two etc.  Write an algorithm which carries out this process.  Show how your algorithm works on data set keys (100, 300, 150, 450, 250, 350, 200, 400, 500).
3. 
Rewrite Prim’s algorithm under the assumption that the graphs are represented by adjacency lists. Analyze the time complexity of the algorithm.


4. 
Write algorithms corresponding to ADJUJT, HEAPIFY, INSERT and DELETE for the case of a min-heap represented as a complete binary tree. Explain the time complexity of HEAPIFY. (16M)

5.
Consider 4 elements a1<a2<a3<a4 with q0=0.25, q1=3/16, q2=q3=q4=1/16, p1=1/4, p2=1/8,p3=p4=1/16.

a)
Construct the table of values of wij,rij,cij computed by the algorithm to compute the roots of optimal sub trees.




   b)
Construct the optimal binary search tree as a minimum cost tree.
6. 
Write an algorithm BFS and Breadth First Traversal so that all the connected components of the undirected graph G get printed out. Assume that G is input in adjacency list from with HEAD the head node for the adjacency list for vertex i.  

7. 
Define the following terms: state space, explicit constraints, implicit constraints, problem state, solution states, answer states, live node, E-node, dead node, bounding functions.  

8. 
Devise a divide-and-conquer algorithm to evaluate a polynomial at a point. Analyze carefully the time for your algorithm.  
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1.
Given three sets {1,3,5,7},{2,4,8} and {6} in which n=8 with external names 1,2 and 3 respectively with the corresponding internal names 2,3 and 1. Write the data structure for UNION-FIND algorithm using a linked list. Then write the data structure after UNION instruction. 


2.a) 
Write a recursive binary search procedure SEARCH (b,f,l ) which looks for element b in locations f,f+1,f+2,….,l of an array A with n elements in set S. 

   b) 
Explain how the above algorithm works, and analyze the complexity of the algon











3. 
Explain the Prims’ algorithm with an example. Analyze the time complexity of the algorithm.


   







4. 
Write an algorithm for heap sort. Analyze its complexity. (16M)

5.a) 
Define merging and purging rules in 0/1 knap-sack problem.  

b) 
Given n=3, weights and profits as (wl,w2,w3)=(2,3,4), (pl,p2,p3) = (1,2,5) and knap sack capacity M=6. Compute the sets Si. containg the pair (Pi,Wi).  

6.a) 
Write a non-recursive algorithm for preorder traversal of a binary tree T. Your algorithm may use a stack 

   b) 
What are the time and space requirements of your algorithm?  

7.a)
Draw the portion of the state space tree generated by LCKNAP for the knapsack instances:  n=5, (P1,P2, ,P5) = (10,15,6,8,4), (w1 w2,...w5)=(4,6, 3, 4, 2) and          M =12.

b) 
What do you mean by bounding? Explain how these bound are useful in branch and bound methods.
8.
What is interpolation? Explain Lagrange interpolation algorithm & Newtonian Interpolation algorithm.
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1.
A sequence of instructions (soi) of UNION and FIND instructions on a collection of sets whose elements consist of integers from 1 to n are given. Set names may be assumed to be integers from 1 to n. Assume initially element i is by itself in a set named i. Write a fast disjoint-set union algorithm consisting of: 

(a) Initialization procedure (b) Executing instruction FIND(i) (c) Executing the

instruction UNION (i, j, k) (d) Explain the working of the algorithm.



2.
 Explain the strassen’s matrix multiplication concept with an example.     

3.a) 
Write Prim's algorithm under the assumption that the graphs are represented by adjacency lists.  

b) 
Analyze precisely the computing time and space requirements of your new version of Prim's algorithm using adjacency lists. 

4.
Write an algorithm to search a binary search tree T for an identifier X. Assume that each node in T has three fields: LCHILD, DATA and RCHILD. What is the computing time of your algorithm? 







5.a) 
What do you mean by forward and backward approach of problem solving in Dynamic Programming? 


 

b)
What are the differences between Greedy and dynamic programming method of problem solving techniques?  

6.a) 
What is post order traversal? 





   b) 
Write and explain a procedure for postorder traversal of a binary tree with an     
example in detail. Analyze the time & space complexity of your procedure.

7.a) 
Write LC branch & bound to find minimum cost answer node algorithm.

b) 
Write a program schema DFBB for a LIFO  branch and bound search for a least cost answer node.

8.
Explain in detail how the technique of backtracking can be applied to solve the   8-queens problem. Present an algorithm for this and explain.
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1.a) 
Give a subset of the seven primitive operations of set that is sufficient to sort an arbitrary sequence of n elements. What can be said about the complexity of executing a stream of n instructions chosen from your subset?  
b) 
Show that the procedure SEARCH of Binary search algorithm gives the smallest possible expected search time if all elements in the universal set are equally likely to be sought.


2.
 Write an algorithm which multiples two  n X n matrices. Compute its time complexity? Determine the precise number of multiplications, additions, and array element accesses. 

3.a) 
Write the control abstraction for greedy method. (4M)

   b) 
Find an optimal solution to the knapsack instance N = 7, M = 15,

(P1,P2, P7) = (10,5,15,7,6,18,3) and (W1,W2,……… W7) = (2,3,5,7,1,4,1)?

4.a) 
Write an algorithm to combine two heaps into a single heap. 

b)
Show that if all internal nodes in a tree have degree k then the number of external nodes n is such that n mod (k-1) = 1.

5. a)
 Show that the computing time of algorithm OBST is O(n2). 

b)
 Write an algorithm to construct the optimal binary search tree T given the roots R(i, j), 0 ≤ I ≤ J ≤ n . Show that this can be done in time O(n).  

6. 
Write and explain a non-recursive algorithm for inorder traversal of a binary tree with an example. What is the time & space complexity of your algorithm?

7.
Write a program schema for a LIFO branch & bound search for a Least – cost answer node. 

8.
Explain:

(a) Modular arithmetic 

(b) Extended Evaluation algorithm.

-*-*-*-
Set No:


1





Set No:


2





Set No:


3





Set No:


4








