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1. a) 
Define the following and give one example for each.

  
(i) Sample space.  
(ii) Event.  
(iii) Mutually exclusive events.

   
(iv)  Collectively exhaustive events.                                                                       
    b) 
In three boxes, there are Capacitors as shown in the following table:


Value in (f                     Number in box

           (                                        (
                                            1          2         3

           1.0                           70         80       145

            0.1                           55        35        75

            0.01                         20         95       25

An experiment consists of first randomly selecting a box (assume that each box has the same probability of selection) and then randomly selecting a capacitor from the chosen box. (i) What is the probability of selecting 0.01uf capacitor, given that the box2 is chosen? (ii) If a 0.01 (f capacitor is chosen, what is the probability that it came from the second box?
2. a)
Define the joint distribution function. Explain how marginal density functions are 

   
Computed given their joint distribution functions.                                     

    b)
A product is classified according to the number of defects it contains (X1) and the    factory that produces it (X2). The joint probability distribution is given by:

     X2(        1                2 

     X1 ( 

        0          1/8             1/16

        1         1/16            1/16

        2          3/16           1/8

        3          1/8             


(i)   Find the marginal distribution of X1


(ii)  Find the conditional distribution of X1 when X2 is equal to 1


(iii) Are the variables X1 and X2 independent?         
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3. a) 
For the random variable ‘ X ‘ whose density function is

f(x) =  
[image: image1.wmf]a
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Determine

i) Moment generating function

ii) Mean & Variance

    b) 
Prove that E(X) = E(X/Y), where X & Y are two random variables.

4. a)
Explain the concept of Random process.

 b)
An ergoic random process is known to have an auto correlation function of the  form


Rxx(() = 1-(((, (((( 1


    
   = 0,(((( 1

           Show the spectral density is given by 
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5. 
A Random process n(t) has a power spectral density g(f) = 
[image: image4.wmf]2
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 Random process is passed through a low pass filter which has transfer function H(f)=2 for –fm (  f ( fm  and H(f)= 0  otherwise. Find the PSD of the waveform at the o/p of the filter.

6. a)
What is thermal noise? How is it quantified?



    b)
Describe the behavior of Zero mean stationary Gaussian bandlimited White noise.
7.
In TV receivers, the antenna is often mounted on a tall mask and a long lossy cable is used to connect the antenna and receiver. To overcome the effect of noisy cable, a preamplifier is mounted on the antenna. The parameters of the different stages are 


Preamplifier gain = 20 dB

Preamplifier Noise figure = 6 dB

             Lossy cable noisy figure = 3 dB




Cable Loss = -20 dB


      
  Receiver front end gain = 60 dB

     

Receiver Noise figure = 16 dB






Determine the overall noise figure of the system.


8. a)
Define the terms: Information, Self Information and Information rate with respect to a source.

b) 
A source generates eight symbols: A, B, C, D, E, F, G and H with probabilities 0.5, 0.2, 0.1, 0.05, 0.05, 0.05, 0.03 and 0.02. Find the entropy and information rate if the symbols are generated at a rate of 1000 / Sec.
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1. a) 
Explain why there must be a mistake in each of the following statements:

(i) If the probability that an ore contains Uranium is 0.28, the probability that it does not contain Uranium is 0.62.

(ii) A Company is working on the construction of two shopping centers. The probability that the larger of the two shopping centers will be completed is 0.35 and the probability that both shopping centers will be completed on time is 0.42.
(iii) The probability that a student gets ‘A’ in a particular course is 0.32 and the probability that he will get either an A or a B is 0.27.                        
b) 
A jar contains 52 badges numbered 1 to 52.Suppose that the numbers 1 thro’ 13 are considered ‘lucky’. A sample of size 2 is drawn from the jar with replacement. What is the probability that (i) both badges drawn will be ‘lucky’? (ii) Neither badge will be lucky? (iii) Exactly one of the badges drawn will be lucky. (iv) At least one of the badges will be lucky.
2. 
The number of newspapers that a certain delivery boy is able to sell in a day is found to be a numerical valued random phenomenon, with a probability function specified by the p.m.f.p(.) given by:                      
                        p(x) = Ax               x=1,2,3,……………50

                      = A (100-x)   x=51,52,……………100

                      = 0 otherwise

(i) Find the value of A that makes p (.) a p.m.f. and sketch its graph. (ii) What is the Probability that the number of newspapers sold tomorrow is (a) more than 50 (b) less than 50 (c) equal to 50 (d) between 25 and 75 exclusive (e) an odd number. (iii) Let the events indicated in (ii) be denoted respectively by A, B, C, D and E. Find P (A|B), P (A|C), P (A|D) and P(C|D). Are A and B independent? Are A and D independent?   Are C & D independent events?  

3. a) 
State and prove any four properties of mean of a random variable X

    b) 
Prove that the density function of sum of two statistically independent random variables is the convolution of their individual density functions.

4. 
Let the Random process be given as = Z(t) = x(t) cos [(0 t + ( ] where x(t) in stationary Random process with E[x(t)]=0 and E[x 2(t)] =  
[image: image6.wmf]s
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           (a)  If ( = 0 find E[Z(t)] and E[Z2]  if 
 Z(t) stationary.

(b)  If ( is a random variable independent of x(t) and uniformly distributed over the  interval (-(,() show that E[Z(t)] = 0 and E[Z2(t)] =  
[image: image7.wmf]s

X2/2.
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5.
White noise n(
t) with G(f) = 
[image: image8.wmf]2

h

 is passed through a low pass RC network with a 3dB  frequency fc.

a) Find the autocorrelation R(() of the out put noise of the network.

b) Sketch  P(() =  
[image: image9.wmf])
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c) Find 
[image: image10.wmf]v

c(() such that P(()( 0.1.

6. a)
What are the characteristics of White noise?

    b) 
Discuss the spectral distribution of thermal noise.


7. a)
What are the precautions to be taken in cascading stages of a network in the point of view of noise reduction?









    b) 
What is the need for band limiting the signal towards the direction increasing SNR.

8. a) 
State and prove Shannon’s theorem with respect to channel capacity. 

 b) 
Find the entropy corresponding to the random variable whose density function shown below,
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1. a) 
Define Probability density function and obtain the relationship between probability and    probability density.                                                                    
       b) 
Consider the probability density f (x)= a e -b|x| where x is a random variable               Whose allowable values range from x  = - ( to (.  Find (i) the CDF F (x) (ii) the relationship between a and b. and (iii) the probability that the outtcome x lies between 1 and 2.
2. 
Suppose the amount of money (in rupees) that a certain person has saved, is a random phenomenon with a probability function specified by the distribution function F (.), given by:

          
F (x) = ½ e- (x/50) 2  ; x(0

                        = 1-1/2 e- (x/50) 2  ; x(0.

Note that a negative amount of savings represents a debt.

(a)Sketch the distribution function. 
(b) Is the distribution function continuous? If so, give a formula for its density function.
(c) What is the probability that the amount of savings possessed by the person will be(ii) more than Rs 50(ii) less than-Rs50 (iii) between –Rs50 and Rs50 (iv) equal to Rs50? 
(d) What is the conditional probability that the amount of savings possessed by the person will be (i) less than Rs100, given that it is more than Rs50 

   
(ii) more thanRs50,  given that it is less than Rs100?   
3. a) 
Find the moment generating function of the random variable having probability density function 



fX (x) = x,   0 ≤ x ≤1    




     = 2-x,  1 ≤ x ≤2



 
     =  0, else where

b) 
Find the moment generating function of the random variable whose moments are mr = (r+1)!2r.

4. a)
Which are the following are suitable auto correlation functions?

 (i)   Acos(0(
      (ii)   A((
[image: image11.wmf]0
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) where ((x) is a unit area rectangular function

    b)
Suppose we are given a cross power spectrum defined by  

     


Sxx(() = a+(
[image: image12.wmf]w
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   0 : Elsewhere

           Where W>0, a and b are real constants. Find the cross correlation function.
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5. a)
Derive the relation between PSDs of input and output random process of an LTI system.

    b)
X(t) is a stationary random process with zero mean and auto correlation 
[image: image13.wmf](
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. Find mean and PSD of its output.

6. a)
What are the characteristics of shot noise?


b)
What are the important requirements of the front-end stage of a communication receiver in the point of view of noise?
7. a)
An amplifier has input and output impedances of 75 ohm, 60dB power gain, and a noise equivalent bandwidth of 15KHz. When a 75( resistor at 290(K is connected to the input, the output rms noise voltage is 75microvolt. Determine the effective noise temperature of the amplifier assuming that the meter is impedance matched to the amplifier.

    b)
List the devices in which narrowband noise can be present.


8. a) 
Compare discrete and continuous channel with respect to information transmission.

 b) 
Derive an expression for channel capacity of a continuous channel in the presence of White Gaussian noise.
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1. a)
Explain Random variables and probability mass function each with an example.  
    b)
Define Probability density function. List its properties.                           
    c) 
Find the value of the constant K so that        f(x) ={ Kx2(1-x3), 0<x<1 

                                                                                         0    otherwise

Is a proper density function of a continuous random variable?
2. a) 
Define Conditional Probability mass function.                                                

    b) 
If two random variables have the joint probability density

               f(x1,x2)  =  2/3(x1+2 x2)   for 0<x1<1,0<x2<1

                                0            elsewhere.

Find (i) the marginal density of x2. (ii) Conditional density of the first given that the second takes on   the value x2.                                                                                                                  

c) 
A pair of dice is tossed. Define a random variable X to be the difference of the    face values   turned up. Determine the probability mass function of X  
3. a) 
Find the density function whose characteristic function is exp (-|t|). 

b) 
Let X be a continuous random variable with pdf fX (x)=8/ x3, x>2. Find E[W] where W = X/3.
4. 
Let Z(t) = X(t) Cos ((o t + y )  where X(t) is a zero mean stationary ganssian random process with E(x2 (t)) = 
[image: image15.wmf]s
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a) If Y is constant, say zero find E(Z2(t)) ;  Z(t) stationary.

b) If y is Random variable with a uniform pdf in the interval (-(,(), find Rzz(t,t+()  If  Z(t) wide sense stationary? If so find the PSD of Z(t).

5. a)
Find the PSD of a random process 
[image: image16.wmf])

(

)

(

)

(

t

y

t

X

t

z

+

=

where x(t) and y(t) are zero mean, individual random process.

    b)
A wss random process x(t) is applied to the input of an LTI system whose impulse response is 5t.e-2t. The mean of x(t) is 3. Find the output of the system.

6. a)
What are the different man made noises introduced in the communication system?    

    b) 
Write a short note on noises introduced by extra terrestrial objects.
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7. a)
Derive the equation for narrow band noise and illustrate all its properties.
b)   
Show their noise figure F of a n/w is given by F= 
[image: image17.wmf])
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 where Go(f), Gin(f), and K are respectively open circuited voltage, spectral density and 
the voltage gain of n/w.

8. a) 
Describe the channel capacity of a discrete channel.
 

b) 
Explain Shannon – Fano algorithm to develop a code to increase average information per bit.
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