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Answer any FIVE questions

All questions carry equal marks

---

1. 
What is meant by time complexity? Give and explain different notations used with examples. 

2.
Write an algorithm which multiples two n X n matrices. Compute its time complexity? Determine the precise number of multiplications, additions, and array element accesses. 

3. a) 
Write Prim's algorithm under the assumption that the graphs are represented by adjacency lists.  

b) 
Analyze precisely the computing time and space requirements of your new version of Prim's algorithm using adjacency lists.

4. 
Write algorithm to split the AVL tree and to concatenate two AVL trees. The algorithm should work in time proportional to the height of the tree.

5. a) 
What do you mean by forward and backward approach of problem solving in Dynamic Programming? 


 

b)
What are the differences between Greedy and dynamic programming method of problem solving techniques?  

6. a) 
Write a detailed note on graph coloring. Present and algorithm which finds all 
m-colorings of a graph. 







    b) 
Draw the state space for m-closing graph using an suable graph.
7. 
Present a program schema for a FIFO branch and bound search for a Least – Cost answer node.

8.
Explain in detail how the technique of backtracking can be applied to solve the    8-queens problem. Present an algorithm for this and explain.
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1. 
Define space complexity. Explain the same with an example.    

2.
Explain the divide and conquer method with an example.   

3. 
Explain the Kruskal’s algorithm with an example and analyze its time complexity.    

4.
Use an AVL tree as the basis of an algorithm to execute MIN, #UNION, and DELETE on sets consisting of integers 1 through n, using O(log n) steps per operation.

5. 
Discus the dynamic programming solutions for the problems reliability design and traveling sales person.  

6. a) 
Present an algorithm for depth first search and explain with an example.

    b) 
Write a detailed note on breadth first graph traversal. 
7.
Write a program schema for a LIFO branch & bound search for a Least – cost answer node. 

8. a)
Derive an algorithm, which accepts a number in decimal and produces the equivalent number in binary. What is its time complexity?  

b) 
Derive an algorithm, which performs the inverse transformation of the above problem. 
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1. a) 
Define algorithm. Explain the characteristics of the algorithm.   

    b) 
Write an algorithm to find the largest of N numbers.   
2. a) 
Write an algorithm sort N numbers in ascending order using Merge sort .   

    b) 
Calculate the time complexity of Merge sort.
3. 
Formulate an algorithm for a spanning tree problem in terms of a sequence of set operations in which take G as the undirected graph; S as the undirected tree; V as the number of vortices; E as the number of edges; T as a set used to collect the edges of the final minimum spanning tree; C as the cost function for the graph G given by   {e  C (e)} for the sub graph G1=(V1,E1) of G. Use set VS for the vertex set of the trees in the spanning forest to write the minimum cost spanning tree algorithm.

4.
Write algorithms to split an AVL tree and to concatenate two AVL trees. The algorithms should work in time proportional to the heights of the trees.

5. a) 
Design a three stage system with device types D1, #D2 and D3. The costs are Rs.30, Rs.15 and Rs.20 respectively. The cost of the system is to be not more than Rs.105. The reliability of each device type is 0.9, 0.8 and 0.5 respectively.  

    b) 
Explain in detail the reliability design problem.  

6. 
Show that

a) The inorder and postorder sequences of a binary tree uniquely define the binary tree.









b) Write a detail note a depth first traversal 

7.
Explain the principles of

a)
Control Abstractions for LC – search

b)
Bounding 

c)
FIFO branch & Bound


d)
LC Branch & Bound

8.
Show the tuples which would result by representing the polynomials 5x2 + 3x + 10 and 7x + 4 at the values x = 0, 1, 2, 3, 4, 5, 6. What set of tuples are sufficient to represent the product of these two polynomials.
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1. 
Explain set representation using trees and develop algorithms for UNION and FIND using weighing and collapsing rules.    

2. 
Show how quick sort sorts the following sequences of keys in ascending order.  

        
22,55,33,11,99,77,55,66,54,21,32

3. a) 
Explain the control at straction of Greedy method compare this with Dynamic programming.

    b) 
Applying the Greedy stentegy find the solution for optimal storage on tapes problem instance n = 3, (l1, l2, l3) = (5, 10, 3).

    c) 
Explain the 0/1 knap sack problem algorithm with Greedy concept.

4.
Let T be a binary search tree with n vertices that is an AVL tree. Write O(log n) algorithms  for the instructions INSERT and DELETE that keep the tree an AVL tree. You may assume the height of each vertex can be found at that vertex and that height information is automatically updated.

5. 
Using a dynamic approach coupled with the set generation approach, show how to obtain an 0 (2n/2) algorithm for the 0/1 knapsack problem. 

6. a) 
Write a non recursive algorithm for inorder traversal of a binary tree T. Each node has four fields: LCHILD, DATA, PARENT, RCHILD.


    b) 
The preorder and postorder sequences of a binary tree do not uniquely define the binary tree.

7. a) 
Write LC branch & bound to find minimum cost answer node algorithm.

b) 
Write a program schema DFBB for a LIFO branch and bound search for a least cost answer node.

8.
If A (x) = anxn +…+ a1x + ao then the derivative of A (x), A '(x) = nanxn-1 +…+ a1 Derive an algorithm which produces the value of a polynomial and its derivative at a point x = v. Determine the number of required arithmetic operations.
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