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1.a)
A source emits one of four symbols S0, S1, S2 and S3 with probabilities 1/3, ¼, 1/6 and 1/4 respectively. The successive symbols emitted by the source are statistically independent. Calculate the entopy of the source.



   b)
Prove that H(X,Y) = h(X)+H(Y/X) = H(Y)+H(X/Y).

2.       
For a binary erasure channel shown figure find the following.

     a) 
The average mutual information in bits.




  

     b)
The channel capacity.







  

     c)
The values of P(x1) & P(x2) for maximum information. 


  
                            1-P

    X1                                                   y1     


e(y2)

                               P

    X2                                                   y3

3.a)
Derive the channel capacity of a binary symmetric channel.




b)
Show that for a white Gaussain channel noise, channel capacity approaches a finite limit as bandwidth tends to infinity.

4.a) 
Apply shanon’s binary encoding procedure to the following measures and 

            determine code efficiency and redundancy

            m1             m2               m3               m4





         0.1              0.2               0.3               0.4         

   b) 
A source has six symbols with probabilities P1………..P6 such that 


P1( P2 (P3 (P4(P5(P6.If P6=1/12, construct the Shannon fano code for the above messages and determine the efficiency of the binary code so formed.

5.
The generator polynomial for a(15,7) cyclic code is g(x)=1(+)x4 (+)x6 (+)x7 (+)x8.
   a)
Find the code vector in systematic form for the message D(x)= x2(+) x3 (+)x4.
   b)
Consider (15,9) cyclic code generated by g(x)=1+ x3(+)x4 (+)x5 (+)x6.  This code has a burst error correction ability q=3. Find the burst error 
correcting efficiency of this code.
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6. 
An  8-bit CRC checksum is used with every 32 bits of data.  What percentage of 
the data is this?  What if parity were used instead, with one parity bit per byte of 
data?

7.a)
What is “go back n” ? How does it work ? What type of link does it require?12 M

   b)
What is required in the data link?
8.a)
The doubinary, ternary and bipolar signally techniques have one common features they all employ three amp.  levels.  In what way does the doubinary technique differ from other two.

   b)
The binary data 001101001 is applied to the input of duobinary system.

(i)  Construct doubinary coder output and corresponding receiver output 

      without a precedes.

(ii) Suppose that due to error during transmission, the level at the receiver  

      input produced by the second digit is reduced to zero.  Construct the 

      new Receiver output.

-*-*-*-
Code No: NR-411202

IV-B.Tech. I-Semester Supplementary Examinations, May-2004

INFORMATION THEORY AND CODING

(Computer Science and Information Technology)

Time: 3 Hours






Max. Marks: 80

Answer any FIVE questions

All questions carry equal marks

- - -

1.a) 
Explain the importance of encoding the message signals.


   b) 
How quantization helps in encoding the message signals.
2.       For a binary erasure channel show fig2 find the following.

     a) 
The average mutual information in bits .




  

     b)
The channel capacity.







  

     c)
The values of P(x1) & P(x2) for maximum information. 


  
                            1-P

    X1                                                   y1     


e(y2)

                               P

    X2                                                   y3

3.a) 
State & explain Shanon-fano theorem.





   b) 
What are the factors responsible for increasing the channel capacity?

4.
Give the following ensemble S={S1,S2,S3,S4,S5,S6,S7} 

         
P(S)={1/3,1/3,1/9,1/9,1/27,1/27,1/27}

   a)
Find H(S) & H(S3 ) .

b) Find a compact Huffman code when X=[0,1] & X=[0,1,2].


Find the average length & efficiency for both the above codes.

5.
Consider a systematic (7,4) linear block code for which the syndrome digits are


       
given by,

 
S1=r1+r4+r6+r7
S2=r2+r4+r5+r7
S3=r3+r5+r6+r7

   a)
Obtain G & H matrices.

   b)
Draw encoding and syndrome calculation circuits.


6.   
Explain the following: 
(a) Performance of codes     (b) Application of codes     (c)
Block Interleaving.
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7.
A “stop and wait” ARQ system is using a full-duplex channel.  Each block of data 
uses 200 ms, and the ARQ message takes 50 ms.  How many blocks of data are 
sent in 5 sec’s.?  How much  time is lost to the ARQ message?  What percentage 
of the total time is this?
8.
Consider the following sequences of 1’s and 0’s.

   a)
An alternating sequences of 1’s and 0’s

   b)
A long sequences of is followed by a long sequences of 0’s

   c)
A long sequences of 1’s followed by a single 0 and than long sequences of 1’s

Sketch the wave form for each of these sequences using following methods of representing symbols 1 and 0:

(i) On-off signaling

(ii) Polar signaling

(iii) Return to-zero signaling

(iv) Bipolar signaling

(v) Manchester code.
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1.a)   
Derive the expression for an amount of information for single message and 
multiple messages.




   b)
Show that H(x,y) = H(x/y)+H(y).
2.a)
Explain shannon’s second fundamental theorem on coding for memory less noise channels.







   b)   
Show that for a discrete channel I(x,y)>=0.



3.a)
State and prove Shannon-Hartley law.






b)  
What is meant by signal/noise trade off? Explain how trade off exists between bandwidth & S/N ratio using Shanon Hartly 
Principle.
4.
Form a parity check matrix for a (15,11) systematic Hamming code. Draw the 


encoding and decoding circuits.

5.
For a (2,1,3) convolutional encoder , the generator sequence are  g(1)=[1,1,0,1] &                       


       
g(2)=[0,1,1,1].Determine the encoder output produced by the message sequence of 

       
10011 by using 

a) Time domain approach based on discrete convolution.

b) Transform domain approach.

c) Construct the state diagram & find the output for the same message sequence of 10011 by tracing the path through state diagram. 

6. 
Explain the different burst error correction techniques?
7.
A “stop and wait” ARQ system is using a half-duplex channel.  which takes 100 
ms to turn around from forward to reverse direction  and to go from reverse to 
forward direction.  For this case, how many blocks of data are sent in  5 Sec’s.?  
What percentage of the time is actual data?

8.a)
Explain the basic idea of correlative coding and explain what do you mean by Duobinary signaling.

   b)
Draw the block diagram of Duobinary signally scheme and explain each block.  Give the necessary wave forms. 
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1.a) 
What is entropy with respect to message signals.





   b) 
Derive the expression for average information of ‘M’ messages.
2.a)
Explain shannon’s second fundamental theorem on coding for memory less noise channels.







   b)   
Show that for a discrete channel I(x,y)>=0.



3.a)
Explain channel coding theorem for a  discrete memory less channel.


   b)
Compute the channel capacity for the following channel matrix








[image: image1.wmf]ú

ú

ú

û

ù

ê

ê

ê

ë

é

8

.

0

1

.

0

1

.

0

1

.

0

8

.

0

1

.

0

1

.

0

1

.

0

8

.

0


4.
Consider a square with alphabets x1,x2,x3,x4 with respective probabilities 


½, ¼, 1/8 ,1/8 .Determine the entrophy of the source H(S) and show that for the 2nd extension of the source  H(s2)  =2H(s) by listing all the 2nd extension symbols and their respective probabilities.

5.
Consider a (3,1,2) convolutional  code with g(1)=(011), g(2)=(110), g(3)=(101).


   a)
Draw the encoder block diagram.


   b)
Find the generation matrix.


   c)
Find the code-vector corresponding to the information sequence d=10001.

6. 
It is directed to determine a BCH code having approximately 1000 bits in a code 
word with the capability  of correcting these errors.

      
a)
find d min
      
b)
find m





  
      
c)
find r


d)
find k





 

      
e)
What is the rate of the code?


7.
An ARQ scheme uses “go back 2”. It is sending out 10 blocks of data on a 


full-duplex channel, and block 6 is in error.  Sketch the line activity versus time.  


Number the blocks as they are sent.

8.a)
Draw the block diagram of modified Doubinary Technique and explain with necessary wave forms.

   b)
What is the need for precoder in modified duobinary signaling scheme.
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