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1.a)
Explain a bio-medical applications of pattern  recognition system in detail.

b)
Classify the pattern x=(4,3) into any one of the three classes characterized by the following decision function.


d12(x) = -x1-x2+5,  d13(x) = -x1+3, d23(x) = -x1+-x2

2.a)
Derive the Bayes decision rule for a two class problem.

   b)
Draw the Bayes classifier block diagram and explain.

3. a)
Derive the condition for weight change in LMSE algorithm.

    b)
Consider the pattern classes: w1: {(0,0)(, (0,1)(}  and  w2 : (1,0)(, (1,1)(}. Let   

b(1) = (1111)( and (=1. Using LMSE algorithm check whether the classes are linearly separable.

4.a)
Discuss Robbins-mouro algorithm and compare its performance with LMSE 
algorithm.

   b)
Discuss the types of grammars for syntactic pattern recognition.

5.
Write short notes on:


(i) Pixel neighbors. 
(ii) Pixel connectivity.

(iii) Distance measure.


(iv) Equivalence of pixels.

6.a)
Explain why the discrete histogram equalization technique will not, in general, 
yield a flat histogram.
   b)
Show that a high pass filtered image in the frequency domain can be obtained by 
using the method of subtracting a low pass filtered image from the original image.

7.a)
With neat block diagram, Describe the Image Compression System model. 

   b)
What do you mean by mapper in source encoder?




   c) 
Compare the statistical Compression and spatial Compression.

8.a)
Why image segmentation is required in an image processing.

   b)
Explain the edge detection by derivative operators.
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1.
Explain the various design concepts of pattern recognition system. Discuss 
various methods of implementation.

2. 
Classify the following samples using k means algorithm.


{ X1(0,0),  X2(1,0),  X3(0,1),  X4(1,1),  X5(6,6),  X7(7,6),  X8(8,8),  X9(8,9)  and  
X10(9,9)}. Explain the necessary steps used in above problem.

3. 
Apply perceptron algorithm to classify the following patterns shown in the fig Assume necessary data.



[image: image1.png]



4. 
Give the primitives and production rules to generate the patterns given below.



[image: image2.png]



5.a)
Define Discrete Fourier Transform and inverse Discrete Fourier transform and 
mention some properties of Discrete Fourier transform.

    b)
What are the properties of the distance function?

  
Define Euclidean distance, city block distance and chessboard distance.

6.a)
Suppose that a digital image is subjected to histogram equalization.  Show that a 
second pass of histogram equalization will produce exactly the same result as the 
first pass.
    b)
Explain the different filters commonly used for image smoothing.
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7. 
What are the types of compression used in Image applications? Mention the       
requirements of compression. Briefly explain.

8. a)
Write notes on gradient operator and laplacian.

    b)
Which mask is used to compute the laplacian?





    c)
Mention the applications of laplacian.
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1. a)
Explain in detail about various features used for speech and fingerprint recognition.

    b) 
Explain the mathematical model of a simple pattern recognition system in detail.
2.a)
What is the difference between 1-NN  and  q-NN  rules in pattern classification.

   b)
What is the basic principle involved in stylized character recognition system?

3. a)
Derive the condition for weight change in perceptron algorithm.
    b)
Compare LMSE & perceptron algorithm.

4.a)
Give the grammar and production rule of Ledley chromosome parser recognize.

b)
Would Ledley’s chromosome parser recognize the string aca bd ab cabd  as submedian or telocentric chromosome.

5.a)
Give the transformation matrix used to rotate an image by 450 clockwise.  How 
would this transformation is used to achieve the desired image rotation?
   b)
Write short notes on different types of sampling and quantizzation of an image.

6.a)
Write a note on the following:


(i) image subtraction        (ii) image averaging.
b)
Show that a high pass filtered image can be obtained in the domain as             High pass = original – low pass (assume 3x3 filters).
7.a)
Briefly explain about image compression.

   b)
How image compression is helpful in medical imaging?

8.a)
Describe the significance of  laplacian operator. Explain with an example how 
edges are detected with this operator.

   b)
Compare the performance of various edge detecting operators.
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1.a)
Explain in brief about the pattern classes.

   b)
Explain the application of pattern recognition methods to nuclear reactor 
component surveillance.

2.a)
What is the difference between single prototype and multi prototype patterns.

   b)
Explain why patterns are not easily classifiable by proximity concept.

3.a)
State and prove LMSE convergence algorithm.

   b)
Explain the limitation of perceptron training algorithm.

4.
Prove that the following chromosomes sentences generate the submedian and telocentric chromosomes using Ledleys chromosome parser recognizer.


(i)
abcbabdbabcbabdb


(ii)
ebabcbab.


5.a)
Explain briefly the different types image acquisition systems 

   b)
Give transformation matrices for the following


(i) Translation             (ii) Scaling

(iii) Rotation along z-coordinate.

6.
Write notes on:


(i)  Point spread function      (ii) Contrast stretching        (iii) Gradient operator.

7.a)
Write about masking function in transform coding.      
   b)
How you are calculating mean square error in transform coding. 

   c)
What is Gibb’s Phenomenon.

8. 
Consider a binary image of size 8 x 8 pixels that contains a square of one of size 


3 x 3 pixels at its center. The rest of the pixels in this image are back ground pixels leveled 0.

     
i)
Sketch the gradient of this image using sobel operators.

 
ii)
Give the values of all pixels in the Laplacian image.
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