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Answer any Five questions

All questions carry equal marks
---

1.
How are neural networks classified? Give taxonomy of ANNs giving the chief characteristics of each class.

2.
Compare the similarities and differences between single layer and multi layer perceptrons and also discuss in what aspects multi layer perceptrons are advantageous over single layer perceptrons.

3.
Explain the back propagation algorithm and derive the expressions for weight update relations? 

4. a) 
With help of suitable diagram, discuss the dynamics of the Hopfield network.


b) 
Taking a three-node net, determine the weight matrix to store the following states V1V2V3 = 000, 011, 110 and 101 using Hebb’s rule. 
5. 
Explain the Kohonen’s method of unsupervised learning. Discuss any example as its application.


6.
Explain the bidirectional associative memories using suitable examples for storage and recall algorithms.

7.
Draw the architectural diagram of ART network and explain the function of each block in detail.

8.
Describe how a neural network may be trained for a pattern recognition task. Illustrate with an example.
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