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- - -

1.
What is meant by an activation function in an artificial neuron model? Describe 
the various activation functions that are employed and compare their merits and 
demerits. 

2. a)
With a neat diagram explain working principle of perceptron.

    b)
Derive perceptron learning algorithm.

3. a)
Describe unconstrained optimization techniques .

    b)
Explain the limitations of   backpropagation algorithm.

4.
What is the Hopfield network? Describe how it can be used to have analog to digital conversion.

5.
Discuss how the “Winner-Take-All” in the Kohonen’s layer is implemented and explain the architecture, Also explain the training algorithm.

6.
Describe the following:

    a)
Grossberg layer.

    b)
Counter propagation network.

7. a) 
ART network exploits in full one of the inherent advantages of neural computing 
technique, namely parallel processing – Explain.  

    b) 
Describe the architecture and operation of ART2 network.  

8.
Discuss about the application of Artificial Neural Networks to pattern recognition 
and image processing.
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1. a)
Give a flow graph model of an artificial neural network and explain its working. 

   b)
Distinguish between unipolar and bipolar activation functions used in artificial 
neural networks giving at least two examples of each. 

2. a)
Write a note on evaluation of error function derivatives

    b)
Write a note on Least Mean Square (LMS) algorithm.

3.
Describe how a feed forward multi layer neural network may be trained for a function approximation task. Illustrate with an example.

4.
Describe the Hopfield model. In this model why is the energy of the all zero state always ‘0’ in any net of any size? Use this fact to argue that at least one threshold must be negative for the all-zero state not to be stabilize well.

5.
How the Traveling sales man problem is solved using Kohonen’s networks.

6.
Write note on the following.

     a)
Bidirectional Associate memories

     b)
Grossberg layer.

7. a)
Describe the attentional subsystem in an ART network with detailed explanation.

    b)
Discuss about the two types of learning that can be used for ART network.

8.
Discuss in detail the pattern recognition tasks that can be solved by feed forward       
neural networks.

~ ~ ~ ~
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1. a)
Explain about biological neuron with neat diagram.
    b)
Explain in detail the properties of biological neuron.

    c)
Compare: biological neuron and Artificial neuron.
2. a)
Write the advantages and disadvantages of perceptron.

    b)
Explain Least Mean Square (LMS) algorithm.

3. a)
Briefly discuss about the sequential and batch modes of training in a backpropagation algorithm and also the stopping criteria.

    b)
Briefly explain about few applications of backpropagation.

4.
Construct an energy function for a continuous Hopfield neural network of size N(N neurons.  Show that the energy function decreases every time the neuron output is changed.

5.
Explain the architecture and training of  Kohonen’s self-organizing network.

6.
Explain the following: 

    a)
Counter propagation network

    b)
Bidirectional and Associate memories.

7.
Explain in detail about the pattern matching in ART network.

8. a)
Write notes on dimensionality of neural networks for pattern recognition.

   b)  
Propose a suitable network for an image enhancement.

~ ~ ~ ~
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1. a)
Write in detail about the advantages and disadvantages of Artificial neuron

b)
Define activation function and describe the role of the same in the artificial neuron.

    c)
Define Threshold value. How to fix the threshold value and explain the role of threshold in the neuron?
2.
Compare the similarities and differences between single layer and multi layer perceptrons and also discuss in what aspects multi layer perceptrons are advantageous over single layer perceptrons.

3.
Implement a backpropagation algorithm  to solve EX-OR problem and try the architecture in which there is a hidden layer with three hidden units and the network is fully connected.  

4.
Construct an energy function for a discrete Hopfield neural network of size N(N 
neurons.  Show that the energy function decreases every time the neuron output is 
changed.

5. a)
What is the  Kohonen layer architure and explain its features.
 

    b) 
Explain the Kohonen’s learning algorithm.

6.
Explain the bidirectional associative memories using suitable examples for 
storage and recall algorithms.



7.
Draw the architectural diagram of ART network and explain its classification 
operation in detail.

8.
Explain the neural network architecture used for recognition of hand written      
characters/digits.

~ ~ ~ ~
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