Code No: 420259.

IV-B.Tech -II-Semester Supplementary Examination April/May 2004

NEURAL NETWORKS AND APPLICATIONS

(Electrical and Electronics Engineering)
Time: 3 hours.






Max. Marks: 70

Answer any FIVE questions

All questions carry equal marks

- - -

1. a)
Discuss the least mean square learning algorithm.




b) Briefly discuss the Widrow-Hoff rule and correlation rule.

2.
What is energy function? How it is used to find the convergence of the given function.

3.
For a minimum distance dichotomizer, the weight and augmented pattern vectors are  
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i) Find the equation of decision surface in augmented pattern space.

ii)
Compute new solutions weight vector if two class prototype points are
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iii)
Sketch the decision surface for the above cases (i) and (ii).

4.
Discuss about combined back propagation and cauchy training and differentiate associative and auto associative memory.

5.
Derive a numerical solution for finding the solution of differential equation.

6.
Draw the flowchart of ART1 encoding algorithm for unipolar binary inputs.
7.
Explain how multiplayer feed forward neural network can be used for character recognition. Use a sample of 7x10 pixel matrix for the recognition of letter A.

8.
With necessary diagrams explain the Neuron and weight implementation using resistors and an operational amplifier. Derive its relevant mathematical relations.
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