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Answer any FIVE questions

All questions carry equal marks
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1.
What is meant by training an ANN? Explain the different types of training 
algorithms that can be used for training and ANN.
2.
What is a perceptron? Show how the perceptron learning rule can be used for 
creating a perceptron for AND function with binary inputs and bipolar targets.

3.
Explain the working of the backpropagation algorithm with the help of a pseudo 
code delineating the steps. Illustrate the working of the pseudo-code with the help 
of an example.

4.
What are counter-propagation networks? Describe their working.

5.
What are chief characteristics and used of Bi-directinal Associative Memories. 
Explain the working with the help of apseudo-code.

6.
How is unsupervised learning different from supervised learning? Explain the 
importance of the following in ART-1 networks:

   a)
Choice of the vigilance parameter

   b)
Initialisation of the bottom-up weights

   c)
Roles of the two layers of neurons in ART-1 netowrks.

7.
Justify the applicability of ANNs to pattern recognition and image processing.


Comment on the dimensionality of the ANNs required to handle such problems.

8.
Write short notes on the following:

   a)
Grossberg Layer

   b)
Hopfield Networks

   c)
Kohonen Maps

   d)
Applications of Neural networks.
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