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1.a)
Give a brief description of neural networks as optimizing networks.

   b)
Explain the use of ANNs for clustering and feature detection.

2.
Briefly discuss about linear separability and the solution for EX-OR problem.Also suggest a network that can solve EX-OR problem. 

3.a)
Why back propagation learning is also called generalized delta rule? 

   b)
Why convergence is not guaranteed in the back propagation algorithm? 

   c) 
Discuss the significance of semilinear function in the backpropagation learning.

4.
What are the modes of operation of a Hopfield network? Explain the algorithm for storage of information in a Hopfield network. Similarly explain the recall algorithm.

5.  
Explain the architecture and training of  Kohonen’s self-organizing network 

6.
Using suitable diagrams and equations explain the basic Bidirectional Associative Memory configuration. Also describe its energy function.

7.
Explain in detail about the pattern matching in ART network.

8.
Describe how a neural network may be trained for a pattern recognition task. Illustrate with an example.
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1.
Describe briefly some important applications of Artificial Neural Networks high lighting the type of neural network that is used in each case.

2.
Perceptron may be used to perform numerous logic functions. Demonstrate the implementation of the binary logic functions AND, OR, NOT and  NAND.  

3.a)
Briefly explain the following:


i)
Task with back propagation network.


ii)
Limitations of back propagation.


iii)
Extensions of back propagation.

  b)
Explain about the performance of the back propagation learning algorithm.

4.a) 
What are the limitations of Hopfield network? Suggest methods that may overcome these limitations.







 

   b)
A Hopfield network made up of five neurons, which is required to store the    

following three fundamental memories: 
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Evaluate the 5-by-5 synaptic weight matrix of the network.

5.   
Explain the working of Kohonen’s self-organizing map and derive weight update 

      
relations.

6.a)
Explain briefly about the counter propagation-training algorithm.

   b)
Explain the various applications of counter propagation.

7.a) 
ART network exploits in full one of the inherent advantages of neural computing technique, namely parallel processing – Explain.  

   b) 
Describe the architecture and operation of ART2 network.  

8.
Discuss the different artificial neural network techniques used in pattern recognition.
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1.
Compare the conventional and neural network computation with regard to the following tasks or performance aspects:
(a)
Problem solving

(b)
Knowledge acquisition

(c)
Knowledge retrieval 

(d)
Internal data.

2.
State and prove the perceptron convergence theorem.

3.a)
Explain why is it preferable to have different values of ( for weights leading to the units in different layers in a feed forward neural network.  

   b)
Discuss a few tasks that can be performed by a back propagation algorithm.

4.

Explain the working of a Hopfield network, with a neat sketch of its architecture. 

5.a) 
What is the  Kohonen layer architure and explain its features.
 

   b) 
Explain the Kohonen’s  learning algorithm.



 
6.
Given (X1, Y1) and (X2, Y2) as training patterns of a BAM. Calculate how many iterations are required to recall Y1 given X0 .




 

X1 = [1, -1, -1, 1, -1, 1, 1, -1, -1, 1]

Y1 = [1, -1, -1, -1, -1, 1]

X2 = [1, 1, 1, -1, -1, -1, 1, 1, -1, -1]

Y2 = [1, 1, 1, 1, -1, -1]

X0 = [-1, -1, -1, 1, -1, 1, 1, -1, -1, 1]

 Assume Y0 = [1, 1, 1, 1, -1, -1]

7.a) 
Describe the attentional subsystem in an ART network with detailed explanation.

   b)
Discuss about the two types of learning that can be used for ART network.

8.
Explain the concept of pattern recognition and how artificial neural network is helping in the pattern recognition problems.
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1.a)
Describe the basic features of the human brain and compare and contrast it with the modern day silicon chips in terms of organization as well as in terms of functional performance. 

   b)
Give a nonlinear model of an artificial neuron and explain its working.
2.a)
Write the advantages and disadvantages of perceptron.

   b)
Explain Least Mean Square (LMS) algorithm.

3.
Generalize the XOR problem to a parity problem for N(>2) variables by considering a network for the two variables first and then extending the network considering the output of the first network as one variable and the third variable as another. Repeat this for n=4 and design a network for solving the parity problem for 4 variables.

4.
Describe the Boltzman machine and compare with that of Hopfield network. Distinguish between Hopfield net and Boltzman machine. 


5.
Explain Kohonen’s self-organizing network. Discuss the training algorithm of Kohonen’s  layer.


 

6.
Explain the operation of counter propagation with suitable network model and give the equations for training.

7.

Explain in detail about the training algorithm for an ART1 network. 

8. 
What are the applications of Kohonen’s networks in image processing and pattern recognition?
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