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1.
Define time complexity. Describe different notations used to represent these complexities. Illustrate.

2. a)
Analyze the average case time complexity of Quick sort.

    b)
If k is a non-negative constant, then show that the solution to the given recurrence equation, for n a power of 2 is T(n) =3knlog3 – 2kn.

T(n) = k, 
n=1

        3T(n/2)+kn, 
n>1 

3. a)
Write Prim’s algorithm under the assumption that the graphs are represented by  adjacency lists.

 b)
Analyze precisely the computing time and space requirements of this new version of Prim’s algorithm using adjacency lists.

4. a)
What are Dictionaries?  Explain.

    b)
What is a balanced tree?  Differentiate between 2-3 trees and AVL trees.

5. a)
What do you mean by forward and backward approach of problem solving in Dynamic programming?

    b)
What are the differences between the Greedy and Dynamic programming methods of problem solving?

6. a)
Present an algorithm for depth first search traversal. Explain with an example.

    b)
Write a detailed note on breadth first traversal.

7. a)
What is graph coloring?  Present an algorithm which finds all m-colorings of a graph.

    b)
Draw the state space tree for m-closing graph using a suitable graph.

8. 
Present a program schema for a FIFO Branch & Bound search for a Least-Cost answer node.
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1. 
Define space complexity. Explain the same with an example.

2. a)
Compare Merge sort & Quick sort for the given data sets.
   
10, 30, 15, 45, 25, 30, 35, 20, 30, 40, 50

b) Compare their time complexities.


3.
Explain the Kruskal’s algorithm with an example and analyze its time complexity.

4. a)
Write a procedure DIVIDE(b,T) to implement SPLIT(b,s) instruction which partitions a 2-3 tree T about a leaf ‘b’ so that all leaves to the left of ‘b’ and ‘b’ itself is in one 2-3 tree and leaves to the right of ‘b’ are in a second 2-3 tree.

   b)
Prove that the above procedure takes time O(height(T)) and the order of the tree is preserved.

5. 
Discuss the dynamic programming solutions for the problems of reliability design and traveling sales person problem.

6. a)
Show that the inorder and post order sequences of a binary tree uniquely define the binary tree.

b) Write a detailed note on depth-first traversal.

7.
Explain in detail how the technique of backtracking can be applied to solve the 8 queen’s problem. Present the required algorithms.

8.
Write a program schema for a LIFO Branch & Bound for a Least-Cost answer node.  
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1. 
Write the non-recursive algorithm for finding the Fibonacci sequence and derive its time complexity.

2. a)
Design a Divide and Conquer algorithm for computing the number of levels in a binary tree.

   b)
Compute the efficiency of the above algorithm.

3.
Formulate an algorithm for a spanning tree problem in terms of a sequence of set operations in which take G as the undirected graph ; S as the undirected tree; V as the number of vertices; E as the number of edges T as a set used to collect the edges of the final minimum spanning tree; C as  the cost function for the graph G given by { e Σ ε E1 C(e)  for the sub-graph G1 = (V1,E1) of G. Use set VS for the vertex set of the forest to write the minimum cost spanning tree algorithm.

4. a)
Write a pseudo code for constructing 2-3 trees for a given list of n integers.
    b)
Explain the above algorithm for a list of 10 integers.

5. a)
Using Divide and Conquer approach coupled with the set generation approach, show how to obtain an O(2n/2) algorithm for 0/1 Knapsack problem.

    b)  
Develop an algorithm that uses this approach to solve the 0/1 Knapsack problem.

    c)  
Compare the run time and storage requirements of this approach.

6. a)
Write a non-recursive algorithm for the pre-order traversal of a binary tree T, using stacks.

    b)
What are the time and space requirements of your algorithm?

7.
Define the following terms: state space, explicit constraints, implicit constraints, problem state, solution states, answer states, live nod, E-node, dead node, bounding functions.

8.
Draw the portion of a state space tree generated by FIFOBB, LCBB and LIFOBB for the job sequencing with deadlines instance n=5, (p1,p2,…,p5)=(6,3,4,8,5), (t1,t2,….,t5)=(2,1,2,1,1) and (d1,d2,…,d5)=(3,1,4,2,4). What is the penalty corresponding to an optimal solution? Use a variable tuple size formulation and   ĉ (.) and u (.). 
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1.
A complex valued matrix X is represented by a pair of matrices (A,B) where A and B contain real values. Write an algorithm that computes the product of two complex valued matrices (A,B) and (C,D) where (A,B) * (C,D) = (A+iB) * (C+iD) = (AC-BD) + i (AD+BC). Determine the number of additions and multiplications if the matrices are all n×n.

2. a)
Devise a version of Merge sort algorithm which performs sorting in-place.

b)
Devise a ternary search algorithm which first tests the element at position n/3 for equality with some value x and then possibly checks the element at 2n/3 and either discovers x or reduces the set size to one third of the original.  Compare this with the binary search.

3. 
Explain the Job sequencing with dead line algorithm and also find the solution for the instance n=7, (P1,P2,…. ,P7)=(3,5,20,18,1,6,30) and (D1,D2,…., D7)=(1,3,4,3,2,1,2).

4. a)
Write an algorithm for checking whether an array H [1,2,….,n] is a heap or not.

    b)
Determine the time efficiency of the above algorithm.

5. 
Using the algorithm OBST, compute W(i,j), R(i,j) and C(i,j), 0<=i<j<=4 for the identifier set (a1,a2,a3,a4)=(end, goto, print, stop) with p(1)=1/20, p(2)=1/5, p(3)=1/10, p(4)=1/20; q(0)=1/5, q(1)=1/10, q(2)=1/5, q(3)=1/20 and q(4)=1/20. Using the R(i,j)’s construct the OBST.

6. 
Write a non-recursive algorithm for the inorder traversal of binary tree T. Each node has 4 fields: LCHILD, DATA, PARENT, RCHILD. Your algorithm should take no more than O(1) additional space and O(n) time for an n-node tree. Show that this is the time taken by your algorithm.

7.
Compare and contrast

a) Brute force approach Vs Backtracking

b) Fixed Vs variable tuple size formulation.

8.
Consider the LCBB traveling sales person algorithm described using the dynamic state space tree formulation. Let A and B be nodes. Let B be the child of A. If the edge (A,B) represents the inclusion of edge <i,j> in the tour, then in the reduced matrix for B all entries in row i and column j are set to ∞. In addition, one more entry is set to ∞. Obtain an efficient way to determine this entry.
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