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1.a) 
What are the different ways of decreasing the bandwidth and improving 


noise immunity.






  
  
b)    One of four possible messages Q1,Q2,Q3 & Q4 having probabilities 


1/8,3/8,3/8 & 1/8 respectively is transmitted. Calculate the average 

        
information per message.






  
     

   c)
What are various units of Information.

2.a)
Explain shannon’s second fundamental theorem on coding for memory less noise channels.










   b)   
Show that for a discrete channel I(x,y)>=0.






3.a)
Derive the channel capacity of a binary symmetric channel.




   b)
Show that for a white Gaussain channel noise, channel capacity approaches a finite limit as bandwidth tends to infinity.






4.
Form a parity check matrix for a (15,11) systematic Hamming code. Draw the 


encoding and decoding circuits.


5.a)
Discuss about the criteria for code and selection.

   b)
Show that minimum distance of a linear block code is the smallest weight of the 
non-zero code vector in the code.

6.a)
What number of hamming bits is required for the simplest EDC for data fields of 
8,16,32 and 64 bits?

 





 

b) What is a hamming code? Where are hamming code and EDC absolutely   

         necessary even in applications that are not critical?

7. 
A 16 cycle redundancy check (CRC) is an IC which supplies 16 parity check 


bits to each K information bit word to form an n=k+16 bit codeword for error 
detection:

  a)
What is the probability of an undetected error?



  

  b)       What is the probability of detecting an error?


8.         The binary data 011100101 is applied to the input of modified duobinary system.

 a) 
Construct modified duobinary codes output and corresponding receiver output  

without a precoder.

 b) 
Suppose that due to error during transmission the level produced by the third  

digit is reduced to zero.  Construct the new receiver output.
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1.
Write short notes on the following


a)  Channel efficiency


b)  conditional entropy


c)  binary symmetric channel








2.       For a binary erasure channel show fig2 find the following.

a) The average mutual information in bits .




  

b) The channel capacity.







  

     c)
The values of P(x1) & P(x2) for maximum information. 
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3.a)
Consider an AWGN channel with 8 KHz bandwidth and the noise power spectral density is 10-12 W/Hz.  The signal power required at receiver is 0.15 mW.  Find the capacity of the channel.






8

   b)
For a system the bandwidth is 10 KHz and S/N ratio is 24.  If the bandwidth is increased to 15KHz, find the required S/N ratio to the same channel capacity and find the percentage change in signal power.


4.a) 
Apply shanon’s binary encoding procedure to the following measures and 

            determine code efficiency and redundancy

            m1             m2               m3               m4




          0.1              0.2               0.3               0.4         

   b) 
A source has six symbols with probabilities P1………..P6 such that 


P1( P2 (P3 (P4(P5(P6.If P6=1/12 , construct the Shannon fano code for the above messages and determine the efficiency of the binary code so formed.
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5.a)    What is meant by orthogonal signals. How these signals help in over coming 

            the limitations of  Shenon’s theorem.








     b)   
A channel has 2 MHz band width. If the signal power-to-noise power 

            spectral density S/n= 104 Hz. Calculate the channel capacity C and maximum

            information transfer rate R.


6. 
Explain the nature of errors?




7.a)
How to generate line coding waveform generation?



  

   b)      Explain the two dimensional codes?



8.a)
The duobinary, ternary and bipolar signally techniques have one common features they all employ three amp.  levels.  In what way does the duobinary technique differ from other two.

   b)
The binary data 001101001 is applied to the input of duobinary system.

i)   Construct duo binary coder output and corresponding receiver output without a precedes.

ii) Suppose that due to error during transmission, the level at the receiver input produced by the second digit is reduced to zero.  Construct the new Receiver output.
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1.a)
A source emits one of four symbols S0, S1, S2 and S3 with probabilities 1/3, 1/4, 1/6 and 1/4 respectively. The successive symbols emitted by the source are statistically independent. Calculate the entopy of the source.



   b)
Prove that H(X,Y) = h(X)+H(Y/X) = H(Y)+H(X/Y).




2.a)
Explain shannon’s second fundamental theorem on coding for memory less noise channels.










   b)   
Show that for a discrete channel I(x,y)>=0.






3.a) 
State & explain Shanon-fano theorem.




  

   b) 
What are the factors responsible for increasing the channel capacity.


4.
Give the following ensemble S={S1,S2,S3,S4,S5,S6,S7} 

         
P(S)={1/3,1/3,1/9,1/9,1/27,1/27,1/27}

   a)
Find H(S) & H(S3 ) .

b)    Find a compact Huffman code when X=[0,1] & X=[0,1,2].


Find the average length & efficiency for both the above codes.


5.
Consider a (3,1,2) convolutional  code with g(1)=(011), g(2)=(110), g(3)=(101)


   a)
Draw the encoder block diagram.


   b)
Find the generation matrix.


   c)
Find the code-vector corresponding to the information sequence



   d=10001

6. 
Explain the different algebraic codes with examples?

7.
Explain the different methods in Automatic-Repeat-Request systems?


8.a)
Draw the block diagram of modified Duo binary Technique and explain with necessary wave forms.

   b)
What is the need for precoder in modified duobinary signaling scheme.

*$*$*$*
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1.a)   
Derive the expression for an amount of information for single message and 
multiple messages.










   b)
Show that H(x,y) = H(x/y)+H(y).





 

2.       For a binary erasure channel shown in figure below, find the following.

   a) 
The average mutual information in bits .




  

   b)
The channel capacity.







  

   c)
The values of P(x1) & P(x2) for maximum information. 
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3.a)
State and prove Shannon-Hartley law.






   b)  
What is meant by signal/noise trade off.

     
Explain how trade off exists between bandwidth & S/N ratio using Shanon Hartly 
Principle.


4.
Consider 5 messages given by the probabilities 1/2,1/4,1/8,1/8,1/16,1/16.

   a)
Calculate H.

b)    Use Shannon-fano algorithm to develop an efficient code and for that code 

      
calculate the average number of bits/message. Compare with H.


5.
For a (2,1,3) convolutional encoder , the generator sequence are  g(1)=[1,1,0,1] &                       


       
g(2)=[0,1,1,1].Determine the encoder output produced by the message sequence of 

       
10011 by using 

a) Time domain approach based on discrete convolution .

b) Transform domain approach.

c) Construct the state diagram & find the output for the same message sequence 

      
of 10011 by tracing the path through state diagram. 
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6. 
Use odd parity bits, and see which errors can be detected for the following pairs of sent and received data bits.

       
10101001
00000001
-
10101010
11000000


00010001
10010010
-
00011110
10010010


11111111
11110000
-
00000000
11110000


01010101
01010101
-
01010111
01010101

            Where are the actual errors in the received data groups?




7.
Consider the use of 1000 bit frames on a 1-MBPS satellite channel.  What is the 
maximum link utilization for

   
 a)
Stop-and-wait ARQ?







  

    
 b)
Continuos ARQ with a window size of 7?




  

    
 c)
Continuos ARQ with a window size of 127?




 

             d)
Continuos ARQ with a window size of 255?


8.a)
Explain the basic idea of correlative coding and explain what do you mean by Duobinary signaling.

   b)
Draw the block diagram of Duo binary signal scheme and explain each block.  Give the necessary wave forms. 

*$*$*$*

Set No.              


    1





Set No.              


    2





Set No.              


    3





Set No.              


    4








_1135379387

