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IV B.Tech. I-Semester Supplementary Examinations, November-2004

NEURAL NETWORKS AND FUZZY LOGIC CONTROL

 (Electronics and Control Engineering)

Time: 3 hours






    Max Marks: 70

Answer any FIVE Questions

All Questions carry equal marks

- - -

1. a)
Give the architecture and explain the algorithm of  Back propagation network.

    b)
Explain the modifications and limitations of Back propagation algorithm.

2. 
What do you mean by an indirect learning architecture?  With suitable diagrams, explain the specialized on-line learning control architectures.

3.
Explain the procedure of identification of dynamical system using neural networks.

4.
Let X = { 1, 2, 3,  . . . , 10}. Determine the cardinalities and relative cardinalities of the following fuzzy sets.






a. (i)  
[image: image1.wmf]A

~

 = {(3,10, (4, 0.2), (5, 0.3), (6, 0.4), (7, 0.6),  (8, 0.8), (10,1), (12, 0.8), (14,0.6)}.

b. (ii) 
[image: image2.wmf]B

~

 = {(2,0.4), (3, 0.6), (4, 0.8), (5, 1.0), (6, 0.8), (7, 0.6), (8, 0.4)}

c. (iii) 
[image: image3.wmf]C

~

 = {(2, 0.4), (4, 0.8), (5,1.0), (7,0.6)}

5.
Which of the following are equivalence relations?

	Set
	Relations on the Set

	a. People
	Is the brother of

	b. People
	Has the same parents as

	c. Points on a map
	Is connected by a road to 

	d. Lines in plane geometry
	Is perpendicular to

	e. Positive integers
	For some integer k, equals 10k times


Draw graphs of the equivalence relations with appropriate labels on the vertices.


6. 
Write short notes on the following:

(a) 
Fuzzification interface.

(b) Knowledge base in fuzzy logic controller.    

7.
Design and develop a pressure process control by FLC model. Formulate necessary membership functions and required fuzzy rules for the application.
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8.
For the data shown in the accompanying table, show the first iteration in trying to compute the membership values for the input variables x1, x2 and x3 in the output regions R1 and R2.  Assume a random set of weights for your neural network. 

	x1, 
	x2 
	x3
	R1 
	R2

	1.0
	0.5
	2.3
	1.0
	0.0


a) Use a 3 x 3 x 1 neural network
b) Use a 3 x 3 x 2 neural network

c) Explain the difference in results when using (a) and (b).
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