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1.a) 
Distinguish between mutually exclusive events and independent events.             
b) 
A letter is known to have come either from LONDON or CLIFTON. On the         
postmark only the two consecutive letters ‘ON’ are legible. What is the        
Chance that it came   from London? Give step-by-step answer.                              
    c) 
Show that the chances of throwing six with 4,3or 2 dice respectively are as 1:6:18.            
 2.a)      Define Conditional probability and mention its properties.                                     
b)    What is the probability of picking an ace and a king from a deck of 52 cards?      
c)  A box contains 4-point contact diodes and 6 alloy junction diodes. What is the Probability that 3 diodes picked at random contain at least two point contact             Diodes?                                                                                                                             

3.a)
For Poissions distribution prove that variance = 
[image: image1.wmf]l

.
   b)
Find the mean and characteristic function of Binomial distribution. 
4.a)
Let X and Y be two random variables such that Y<=X prove that E[Y]<=[X].

   b)
Prove that cov(ax,by) = ab cov(x,y ).
5.
Find the Auto correlation function and power spectral density of the Random process x(t) = K cos (wot + () when ( in a Random variable over the ensemble and its uniformly distributed over the Range (0, 2().
6. a) 
Discuss the significance of noise equivalent temperature of an electronic system. 

    b) 
Evaluate the equivalent noise temperature of a two port device with a matched source and a matched load.

7. a) 
Explain why crystal mixers are used in receivers?



         

    b) 
Describe how FET gives low noise performance compared to BJT.

8. a) 
Explain what do you understand by “Entropy and Channel capacity”.


b) 
With respect to information transmission, explain the trade off between “S/N ratio and transmission Band width”. Justify this from Shannon Hartley law.
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1.a) 
State and prove Bayes theorem of probability.                                                        
b) 
In a single throw of two dice, what is the probability of obtaining a sum of at least 10?                                                                                                               

2.a)     Define the following and give one example for each.

      (i)Sample space.  (ii) Event.  (iii) Mutually exclusive events.

      (iv) Collectively exhaustive events.                                                                       
   b)     In three boxes, there are Capacitors as shown in the following table:

Value in (f                     Number in box

       (                                        (
                                      1          2         3

    1.0                           70         80       145

    0.1                            55        35        75

    0.01                         20         95       25

An experiment consists of first randomly selecting a box (assume that each box    has the same probability of selection) and then randomly selecting a capacitor from the chosen box. (i) What is the probability of selecting 0.01uf capacitor, given that the box2 is chosen?    (ii) If a 0.01 (f capacitor is chosen, what is the probability that it came from the second box?                                                                                                

3.a)
If the Random variable X has uniform distribution, find its variance.

b)
Find the moment generating and characteristic function of the above random variable X. 

4.a)
State and prove central limit theorem.

b)
Explain, why most of the random signals that we encounter in communication are Gaussian.

Contd…2
Code No. 210402



.2.



Set No. 2
5.
Find the Auto correlation function for white noise shown in the figure below.
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6. a) 
Define noise figure.







b) 
Bring out the significance of noise figure in determining the performance of a communication system.
7. 
Give reasons for the following:
a) In any communication system the first stage must have low noise operation.        

b)   Dual gate FET is more noisy than a single gate FET.
8.
Consider a source with M = 3 and symbol probabilities 0.5, 0.4 and 0.1,

(a) Obtain the Shannon – Fano code and calculate its efficiency.

(b) Repeat part (a) for the second extension code, grouping the symbols in blocks of two.
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1.a)
 Define Probability. If events A and B are independent, show that P (A|B)=P (A) implies P (B|A)=P (B)                                                                      
b) 
A jar contains two white and three black balls. A sample of size 4   is made. What is the probability that the sample is in the order {white, black, white, black}?                                                                                      

c) 
A box contains 4 bad and 6 good tubes. The tubes are checked by drawing a tube at random, testing and repeating the process until all 4 bad tubes are located. What is the probability that the fourth bad tube will be located (i) on the fifth test  (ii) on the tenth test?       
              2.a)       Define: (i) a discrete random variable. (ii) Probability mass function.

                        (iii) Probability density function.                                                          

  b)       Consider the experiment of tossing four fair coins. The random variable X is      associated  with the number of tails showing. Compute and sketch:

(i) Cumulative distribution function of X

(ii) Probability mass function of X                          
3.a)      Prove that mean is ‘m’ and variance is 
[image: image4.wmf]2
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   for Gaussian distribution function.

   b)   
Let X is a Gaussian random Variable with zero mean and variance   
[image: image5.wmf]2
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. Let    Y=X2. Find mean of Random Variable Y.

4.a)      If X is random variable, show that var(aX+b) = a2 var(X).

   b)   
Prove that the characteristic function and probability density function form a fourier transform pair.

5.
Consider the random process X(t) = A cos (wot + () where A and wo are real constants and ( is a random variable uniformly distributed on the interval    (0, (/2).  Find the average power Pxx in x(t).
6. a) 
Define noise equivalent bandwidth.





    b) 
How noise equivalent bandwidth of a electronic circuit can be estimated?
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7. a) 
What are the precautions to be taken in cascading stages of a network in the point of view of noise reduction?








b) 
What is the need for band limiting the signal towards the direction increasing SNR?
8. a) 
Calculate the average information content in English language, assuming that each of the 26 characters in alphabet occurs with equal probability.


b) 
Plot the channel capacity C versus B with S/N = constant for the Gaussian channel. 

    c) 
Explain the concept of “amount of information and redundancy”.
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1.a) 
Define (i) Event    (ii) Sample space and       (iii) Conditional Probability.           
b) 
Of all the students in a University,70% are women and 30% are men. Suppose that 20% and 25% of the female and male population respectively smoke Cigarettes, what is the probability that a randomly selected graduate student is:

       (i) a woman who smokes?

       (ii) a man who smokes?

       (iii) a smoker?                                                                                                          
2.a)   List and explain the properties of discrete probability density function and     Cumulative distribution function.                                                                       
   b)    The life in days, for bottles of a certain medicine a random variable having the       density function              

                          f(x) = 20,000/(x+100) 3         for x >0 

                                               0                          elsewhere 

Verify if f(x) is a density function and find the probability that a bottle of this medicine will have a shelf life of: (i) at least 200 days.(ii) anywhere from 80 to 120 days.                                     

3.a)    Prove that the characteristic function of Gaussian random variable having zero mean value is given by exp(-
[image: image6.wmf]2
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w2) .

   b)   A Gaussian-distributed random variable X of zero mean and variance 
[image: image7.wmf]2

s

is transformed by rectifier characterized by input-output relations. 

             Y = X, X>=0

                = 0, X<0

            Determine probability density function of Y.

4.a)      Prove

             i)   Mcx(t) = Mx(ct)

            ii)   Mx+y(t) = Mx(t) My(t)

           iii)   Where X and Y are two independent random variables and ‘M’ is mean.

b) Two unbiased dies are thrown; find the expected values of the product of number of points on them.
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5.
Let Z(t) = X(t) cos((ot + y) where X(t) is a zero mean stationary ganssian random process with E(x2(t)) = 
[image: image8.wmf]2

x

s

.


a)
If Y is constant, say zero find E(z2(t)) is Z(t) stationary.
 
b)
If Y is random variable with a uniform Pdf in the interval (-(, (), find 

Rzz(t, t+T) is z(t) wide sense stationary?  If so find the Psd of z(t).
6.a) 
What are the important parameters that determine the overall noise figure of a multistage filtering?









    b) 
Bring out the importance of Frii’s formula.
7.a) 
How bandwidth of operation of an electronic system controls the noise content in it?

    b) 
What are noise filters?


8.
A Discrete Message Source (DMS) has four symbols x1, x2, x3 and x4 with probabilities p (x1) = 0.4, p (x2) = 0.3, p (x3) = 0.2, and p (x4) = 0.1,

(a) Calculate H (x).

(b) Find the amount of information contained in the messages x1 x2 x3 x4 and x4 x3 x2 x1, and compare with H (x) obtained in part (a). 
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