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1.
What is Means-Ends analysis technique? Give the significance of difference table. Consider a simple household robot domain. The available operators are PUSH, CARRY, WALK, PICKUP, PUTDOWN and PLACE. Assume necessary arguments and situations. Suppose that this robot were given the problem of moving a desk with two things on it from one room to another. How  Means-Ends analysis technique is used to solve this?

2.
What are the characteristics of Production System? Explain about production system in solving an example A.I. problem.

3.a)
What is resolution? Give the algorithm for prepositional resolution.

   b)
Write the nine steps of the algorithm for converting a well formed formula to clause form.

4.a)
What are partitioned semantic nets? Give the partitioned semantic net representations for the following sentences.

i)  Every dog has bitten a mail carrier
(ii) Every dog has bitten every mail carrier.

   b)
Explain the six components of a script.

5.
What is Conceptual Dependency? Give the set of CD primitive acts and the four conceptual categories.


Show conceptual dependency representations for the following sentences.

a) John ate ice cream with a spoon
(b) John took the book from Mary.

6.a)
Describe semantic analysis part of natural language processing.

   b)
Explain the architecture of Expert systems.

7.a)
Give the candidate elimination algorithm and explain.

b)
Describe three different ways of combining speech recognition with a natural language understanding system.

8.
Write short notes on:

a) Augmented Transition Networks (ATN)

b) Best-First Search

c) Nonmonotonic reasoning.
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1.a)
When would Best-First search be worse and better than simple Breadth-First search?

   b)
Describe AOx algorithm by using problem reduction techniques.

2.a)
Suppose that we are attempting to resolve the following clauses:


Loves (Father (a),a)


(loves (y,x) V loves (x,y)


What must be generated as result of resolving above two clauses.

   b)
Compare forward and backward reasoning methods?

3.a)
Draw and explain semantic net representing the following sentence.

  
VIJAY took 1000 Rupees From AJAY.

   b)
Describe strong slot and Filler structures.

4.a)
What is Nonmonotonic reasoning?

   b)
Give four examples of facts that are difficult to represent and manipulate in predicate logic.

5.a)
Describe Bayee’s theorem? Explain how Bayee’s theorem is useful for the problem of letter identification.

   b)
Explain statistical reasoning.

6.a)
Describe Goal stack planning and hierarchical planning?

   b)
Describe Woltz algorithm?

7.a)
Describe Natural Language Processing methods.

   b)
Explain Winston’s learning program?

8.
Write short notes on the following:

a) Conceptual dependency

b) Speech recognition

c) Production system characteristics.
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1.a)
Would it be reasonable to apply Samuel’s rate-learning procedure to chess? Why (not)?

   b)
Suppose that the concept TABLE is to be defined to include all objects with large flat tops and at leas three separate legs. Show how Winstons program could learn this concept?

2.a)
Describe how Decision trees are useful in problem learning?

   b)
Describe Woltz algorithm.

3.a)
Explain Minimax search?

   b)
Show how the technique of planning using a goal stack could be used to solve this problem. (Hint: you may want to modify the definition of an ADD condition so that when a condition is added to the database, its negation is automatically deleted if present)

4.a)
Show a conceptual dependency representation of the sentence.


John begged Mary for a pencil.


How does this representation make it possible to answer the question.


DID John talk to Mary?

   b)
Describe rule based systems.

5.a)
Draw and explain the semantic net for the following sentence.


VIJAY collected text book from AJAY And Pen from Kiran.

   b)
Describe Breadth First Search and depth first techniques?

6.a)
Describe production system characteristics?

   b)
Explain weak slot and filler structures?

7.a)
Describe various AI Technique?

   b)
Describe Forward and Backward reasoning techniques?

8.
Write short notes on the following:

a) Control knowledge

b) Weak and strong slots

c) Knowledge acquisition.
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1.
What is an AI problem? Explain at least SIX problem characteristics. Analyse any one problem of AI familiar to you with the characteristics cited by you.

2.
Describe the significance of the TURING TEST.

3.
Describe the Iterative Deepening Search algorithm. Explain the limitations of the algorithm, if any.

4.
Give the rules which define the following relation:


X is the last element of a list Y.

5.a)
What is “Situation Space” and what is “Plan Space”?

   b)
Explain Progression Planning.

6.
What is a FRAME? Explain how you would use it with an example.

7.
Write notes on (a) Resolution Process   (b) Subsumption  With examples.

8.
Write short notes on any THREE:

a) Hill-Climbing Search

b) Phase-Transition

c) STRIP

d) Simulated annealing

e) Three types of learning on Neural Networks

f) Inference Mechanism in an expert system.
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