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1.
Discuss the architectural classification schemes in parallel processing.
2.a)
What are the requirements of  vector processing.

   b)
Explain the architecture of  Cyber-205.

3.a)
What is Illiac-IV? Explain any two applications of it.

   b)
Explain MPP systems architecture.

4.
Discuss parallel algorithms for multi processors.

5.a)
State and explain Begnestien conditions to detect maximum parallelism.

b)
Consider the execution of the following code segment of seven statements. Use Bernestien’s condition to detect the maximum parallelism embedded in this code.


S1: A=B+C,
S2: C=D+E,
S3: F=G+E,
S4: C=A+F,
S5: M=G+C, 


S6: H=L+C,
S7: A=E+A.

6.
What is meant by Cache coherence in a multi processor system? Explain the snoopy bus protocols to avoid Cache cohence.

7.
Discuss the architecture of any two data flow models.

8.
Write short notes on:


a) Study of architecture of C ray and Cyber computers.


b) Architectural features of C ray X MP system.
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1.
Explain various types of   SIMD inter connection networks.
2.
Summarize all forms of parallelism that can be exploited at different processing levels of computer system including both uniporcessors and multiprocessor approach. Discuss hardware, firmware and software supports needed to achieve them.

3.
Differentiate various sets of architectural models for a multiprocessor system.

4.
What are the merits and demerits of  Dynamic data flow over static data flow in computers.
5.
Explain inter leaved memory organization.

6.
What are reconfigurable processor arrays? Explain the pattern embedding in them.

7.
Describe the characteristic features of vector processing.

8.
Explain hirarchical memory structure.

***     ***     ***
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1.
Distinguish between Uniprocessor system and multiprocessor system.
2.
Explain the process of SIMD matrix multiplication.

3.
Describe the systolic array architecture.

4.
Discuss the key design problems of pipe lined processors.

5.
Distinguish between control flow Vs data flow computers.

6.
Explain the various language features to exploit parallelism.

7.
Explain hierarchical memory structure.

8.
Describe the characteristics of vector processing.

***     ***     ***
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 1.
Consider the following Pipelined processor with four stages. All successor stages after each stage must be used in successive clock periods. Construct simple, greedy cycles, MAL  and maximum throughout of the Pipeline for an evaluation time of SIX-Pipelined clock periods.

 
                                    SS



Out put

2.a)
Compare the advantages and disadvantages of  S-access, C-access and C/S-access-interleaved memory organizations?

   b)
Describe Flynn’s classifications of architecture?

3.
Describe shuffle exchange and cube network. Explain how many steps are required to broadcast an information item from one PE to all other PES in each of the following single stage interconnection networks, with N=28=256 PES.


a) A shuffle-exchange network


b) A cube network.

4.a)
Give any two parallel sorting algorithms on array processors?

   b)
Draw a neat sketch of an Illiac network with N=32 PES.

5.
Describe the Cmx – multiprocessor architecture and explain various steps needed for intracluster memory access.

6.a)
Describe static and dynamic priority algorithms for bus arbitration?

   b)
Compare multiprocessor with time share bus vs cross bar switch.
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7.
Draw data flow graphs to represent the following computation?

a)  
If (a = = b) and (c>d)


     
then


     C = c + a


Else



If (c < e)



C = c + a



Else



C = a + b


b) 
N!        (Factorial of   N where N = Natural Number)

8.
Write short notes on the following:


a)
 Multiprocessor scheduling strategies


b)
Associative array processor


c)
Systolic array architecture.
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