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1. a)
What is entropy?  Write the general expression of entropy in terms of probability of message and explain the properties of entropy.

    b)
What is the need of source coding and by source coding which parameter we can improve.

2. a)
How can we improve the efficiency of a communication channel and explain.

    b)
Consider a channel with two input X1, X2 and three outputs Y1, Y2, Y3 and the noise matrix of the channel is as given below.  Calculate I (X, Y) with            P(X1) = P(X2)= 0.5.






Y1
Y2
Y3




P(X, Y)
X1
3/4
1/4
  0





X2
0
1/2
 1/2

3. a)
Explain channel coding theorem for a discrete memory less channel.

    b)
Compute the channel capacity for the following channel matrix.





0.8
0.1
0.1




0.1
0.8
0.1




0.1
0.1
0.8

4. a) 
Explain the importance of encoding the message signals.



  

    b) 
How quantization helps in encoding the message signals.

5. 
For a (2,1,3) convolutional encoder , the generator sequence are  g(1)=[1,1,0,1] &                       

       
g(2)=[0,1,1,1].Determine the encoder output produced by the message sequence of 

       
10011 by using 

i. Time domain approach based on discrete convolution .

ii. Transform domain approach.

iii. Construct the state diagram & find the output for the same message sequence 

      
of 10011 by tracing the path through state diagram. 
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6.
Explain the performance of ARQ systems ?



7.
Explain the different burst error correction techniques?



8.
The binary data 011100101 is applied to the input of modified duobinary system.

a) Construct modified duobinary codes output and corresponding receiver output without a precoder.

b) Suppose that due to error during transmission the level produced by the third digit is reduced to zero.  Construct the new receiver output.
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1. a)
What is Shannon fano algorithm.  Explain with an example which parameter we can improve.

    b)
One of five possible message Q1 to Q5 having probabilities 1/4, 1/2, 1/8, 1/16, 1/16 respectively are transmitted.  Calculate the average information.

2. 
The noise matrix of a channel is give by






Y1
Y2
Y3




P(X, Y)
X1
0.4
0.4
0.2





X2
0.2
0.4
0.4





X3
0.4
0.2
0.4

3. a)
Derive the channel capacity of a binary symmetric channel.

    b)
Construct the optimum source code for the following symbols.




Symbol


Probability




   X1



0.5





   X2



0.35




   X3



0.2




   X4



0.15




   X5



0.1


Find the code efficiency

4. a) 
Explain information rate.








    b) 
Obtain the expression for information rate.


5.
Consider a (3,1,2) convolutional  code with g(1)=(011), g(2)=(110), g(3)=(101)

i) Draw the encoder block diagram.

ii)   Find the generation matrix.

iii)  Find the code-vector corresponding to the information sequence   

d  =10001
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6. a)
What is FEC (forwar error correcting)? Compare it to an ARQ procedure.



b) 
Why is “stop and wait” inefficient? What is the effect of half duplex on efficiency?

7. a)
How to generate line coding waveform generation?




  

    b) 
Explain the two dimensional codes?


8. a)
Explain several ways by which binary symbols 1 and 0 can be represented by electrical signals.

    b)
Explain how a differentially encoded signal may be inverted without affecting its interpretation.
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1. a)
Explain Shannon’s first fundamental theorem.

b)
Consider two sources S1, S2 emit messages X1, X2, X3 and Y1, Y2, Y3 with the joint probability P (X, Y) as shown in the matrix form.  Calculate H(X), H(Y), H(X/Y), and H(Y/X).






Y1
Y2
Y3




P(X, Y)
X1
3/40
1/40
1/40





X2
1/20
3/20
1/20





X3
1/8
1/8
3/8

2. a)
Write down the properties of mutual information.

b)
For the given channel matrix, calculate H(X), H(Y), I(X, Y) and C given that P(X1)=0.6, P(X2)=0.3 and P(X3) = 0.1.






Y1
Y2
Y3










P(X, Y)
X1
1/2
1/2
0









X2
1/2
0
1/2





X3
0
1/2
1/2


3. a)
A binary symmetric channel is shown in fig.  Find the rate of information transmitted over this channel when P=0.9 assume that the symbol rate is 1000 symbol/sec.




  
        P




           0


      0






      1-p


P(X=0) =0.5






        1-p

P(X=1) = 0.5



           1


      1





        p

    b)
Explain q th order Markov source.

4. 
What is meant by orthogonal signals? How these signals help in over coming          the limitations of  Shenon’s theorem.


5.
Form a parity check matrix for a (15,11) systematic Hamming code. Draw the 

       
encoding and decoding circuits.
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6. a)
Explain the concept of average error rate versus burst errors. 




b) 
What can happen when an error is detected? What does error correction require beyond error detection?


7.
Explain the following 

      
i)
Convolutional interleaving







ii)
The reed-solomon (RS) code








    
iii)
Concatenated codes


8. a)
Draw the block diagram of modified Doubinary Technique and explain with necessary wave forms.

    b)
What is the need for precoder in modified duobinary signaling scheme.
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1. a)
Explain the properties of entropy.

b)
A discrete source transmits messages X1, X2, X3 with respective probabilities of (1/2, ¼. ¼) the source is connected to a channel whose noise characteristics is given by




                    0.4




X1



Y1





      0.2  





                0.1  



     X2




Y2






       0.2







                 0.2            0.3



X3



Y3





0.4

where Y1, Y2, Y3 are the messages of receiver.  Find the joint entropy of the communication system.

2. a)
A binary data source P(0) = 1/4, P{1) = 1/2 due to noise in the channel P(1/0)=3/4 and P(0/1) = 1/16.  Find the conditional entropy H(Y/X), maximum entropy of the source X where Y is receiver.

    b)
Explain different types of sources with finite energy.

3. a)
Consider five messages given by 1/2, 1/4, 1/8, 1/16, 1/16.  Calculate H and R if r=1 message per sec.

    b)
Show that for a white Gaussian channel noise, channel capacity approaches a finite limit as bandwidth tends to infinity.
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4
Explain the principal of Shanon-Hartly. What is meant by signal/noise trade off?

Explain how trade off exists between bandwidth & S/N ratio using 
Shanon-Hartly Principle.



5.
Consider a systematic (7,4) linear block code for which the syndrome digits are

       
given by,

 
S1=r1+r4+r6+r7

 
S2=r2+r4+r5+r7

S3=r3+r5+r6+r7

a) Obtain G & H matrices.

b)   Draw encoding and syndrome calculation circuits.


6.
Does having an error-detection feature preclude having data security? Does having security prevent having error detection and correction? Explain.


7. a)
Explain how parity checking is done?  How is parity-bit generated?



    b) 
Calculate the odd parity for the following 4-bit groups 1001,1010,1100,0000


    c) 
Find the even parity bit for the following bytes:





10010111, 00001111, 10100101, and 00110011

8. a)
Explain the basic idea of correlative coding and explain what do you mean by Duobinary signaling.

    b)
Draw the block diagram of Duobinary signally scheme and explain each block.  Give the necessary wave forms.
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