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Answer any five questions

All questions carry equal marks
- - -
1.
With a brief note on patterns and pattern classes, explain a typical pattern recognition system in detail.

2.
With a brief note on decision functions, explain in detail about linear and non-linear decision functions.

3.a)
Write about Bayes classifier for normal patterns and derive an expression for decision function 

   b)
Explain about the reward –punishment concept.
4.a)
Use the Robbins – Mouro algorithm to find the root of the regression functions:
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b) Apply the LMSE algorithm to the given patterns:

W1 : { (0,0)1 (2,0)1}and



W2 : { (1,-1)1,(1,1)1}.

5.
Write short notes on:

a)
Sampling and quantization                   b)
 False contouring

c)
Pixel replication                                   d)
 Connectivity

6.a)
What is the main aim of an image pre- processing and explain why smoothing typically blurs the image edges

   b)
Name and explain different smoothing methods that try to avoid image blurring.
7.a)
Explain about 
i)
Two dimensional run length coding     

ii)
Contour coding


iii) Applications of  CAC        

   b)
What do you mean by reversible in compression?

8.a)
What is threshold value? Outline the methods to obtain the optimum threshold value for segmenting an image.
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Answer any five questions

All questions carry equal marks
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1.
What are the factors that affect the design of pattern recognition system? Explain each factor in detail and also discuss the techniques to overcome it.

2.
Write a short note on the following:

a) Classification principle





 



b) Cluster analysis






 

3.a)
Assume that the following pattern classes have normal probability density foundations :


W1 : { (0,0)1,(2,0)1,(2,2)1,(0,2)1}and 
W2 : { (4,4)1,(6,4)1,(6,6)1,(4,6)1}.

 
Assuming P(W1) = P(W2) =1/2 , obtain the equation of the byes decision boundry between these two classes.

   b)
Discuss about gradient technique.

4.a)
Apply the increment – correlation algorithms to the given patterns


W1 : { (0,0)1 (2,0)1}and


W2 : { (1,-1)1,(1,1)1}.

   b)
Explain the Robbins mouro algorithms

5.a)
Explain the convolution and correlation properties of Fourier transform

b)
Explain the concept of Fast Fourier transform.  Show its time complexity with respect to Fourier transform

6.a)
Explain why the discrete histogram equalization technique will not, in general, yield a flat histogram

b)
Show that a high pass filtered image in the frequency domain can be obtained by using the method of subtracting a low pass filtered image from the original
7.a)
With neat block diagram, Describe the Image Compression System model

   b)
What do you mean by mapper in source encoder?

   c)
Compare the statistical Compression and spatial Compression.

8.
What is meant by high pass filter? What is the role of it in image segmentation?
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Answer any five questions

All questions carry equal marks
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1. What are the concepts and methodologies in pattern recognition system design? Explain them in detail.
2. With a brief note on classification principles, distinguish linear and non-linear classifiers with examples.

3.a)
Explain the preceptor algorithm.

b)
Consider an M- Class, one – dimensional pattern recognition problem in which each class is cleanadirized by a Reyeligh probability density function  
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Derive the Bayes decision functions for this problem, assuming a zero – one 10’s function let
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4.a)
Apply the LMSE algorithm to the given patterns


W1 : { (0,0)1 (1,0)1}and
W2 : { (0,1)1,(1,1)1}.

b) Write about increment – correlation algorithms

5.a)
Name and explain different methods available for image enhancement in spatial domain and frequency domain.

b)
Explain the concept of enhancement by point processing using suitable example

6.a)
Explain briefly the different types image acquisition systems 

   b)
Give transformation matrices for the following

i)
Translation 


ii)
Scaling

iii)
Rotation along z-coordinate
7.a)
What do you mean by bandwidth Compression?.

   b)
Explain the two different types of image Compression Techniques and their 


Applications 

   c)
In digital Image Compression how the different types of redundancies are 

applicable. Explain

8.
How do you choose the masks for isolating the image which may become the part of the boundry.
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Answer any five questions

All questions carry equal marks
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1.
With a brief note on the features used for the characterization of characters, explain the concept involved in character recognition.
2.
Explain in detail about Nearest Neighbor classification techniques in detail.

3.a)
Explain the least  mean square  error algorithms with an example.

   b)
Explain the convergence proof of the LMSE algorithem.

4.a)
Write about Robbius – Mouro algorithm.

   b)
Apply the increament – corredition algorithm to the following patterns.


W1 : { (0,0)1,(1,0)1}and


W2 : { (0,1)1,(1,1)1}.

5.a)
Explain the meaning of Fourier spectrum, phase angle and power spectrum with respect to a 1-Dimensional case

   b)
For a 2-dimensional case, obtain the expression for Fourier spectrum, phase angle 

6.a)
Suppose that a digital image is subjected to histogram equalization.  Show that a second pass of histogram equalization will produce exactly the same result as the first pass

   b)
Explain the different filters commonly used for image smoothing
7.a)
Mention the applications and advantages of
i)
Interframe adaptive predictive coding.

ii)
Interframe hybrid coding.

b) Briefly describe about three dimentional transform coding.

c) How can you reduce the channel error in DPCM                                        
8.
Explain any two methods for linking the edge pixels to form a boundary of an object.
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