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IV/IV B.Tech I Semester Examination November, 2002



NEURAL NETWORKS & FUZZY LOGIC CONTROL

(Common to Electronics & Instrumentation Engineering, Bio-medical 

                  Engineering and Electronics & Control Engineering)




Time: 3 hrs.







Max. Marks:80

Answer any Five questions

All questions carry equal marks

- - -

 1 a)
What are Kohonen layer and Grossberg layer.

b) Explain Kohonen layer learning.

2
What are Neural networks and Artificial neural network? What are the benefits of         

            Artificial neural networks?

3 a)
Explain Perceptron Convergence Theorem.

b) Explain Adaptive Filtering Problem.

4
How do you utilize validation sets on forstering genealization? Brief it.

5.
Discuss in detail about the architecture of adaptive resonance theory

6.
Discuss the pattern recognition tasks by feed forward neural networks.

7.
Using diagrams and equations explain the basic Bididrectional Associative Memory configuration.

8.
What are the modes of operation of a Hopfield network? Explain the algorithm for storage of information in Hopfield network. Similarly explain the recall algorithm.
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1 a)
Explain the working of kohonen's self –organizing map.

b) Write short note on Gross berg layer.

2
Trace brief the history of the development of Artificial Neural networks 

            highlighting the various milestones.

3 a)
Explain Least Mean Square Algorithm (LMS)

b) Explain relation between Preceptor and Bayes Classifier for a Gaussian     

         Environment.

4
Give a geometrical illustration of a separable space.

5.
Describe ART implementation with detailed discussion

6.
Discuss about the  application of Artificial Neural Networks to pattern recognition and image processing.

7.
Construct an energy function for a discrete Hopfield neural network of size NxN neurons. Show that the energy function decreases every time the neuron output is changed.

8.
Explain briefly the applications of Boltzman completion network.
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1 a)
Explain the architecture of self –organizing map network.

b) Explain the Grossberg layer training algorithm.

2.
How are neural networks classified? Give taxonomy of ANNs giving the chief characteristics of each class.

3.
Construct an energy function for a continuous Hopfield neural network of size NxN  neurons.  Show that the energy function decreases every time the neuron output is changed.

4.
Explain Bidirectional associative memories using suitable examples for storage algorithms.

5.
Explain in detail the characteristics of the ART system.

6.
Discuss in detail about the ART1 algorithms to the asymptotic solution for the 

dynamic equations.

7.a)
Discuss the virtues and limitations of Back Propagation Learning

b) Summarize the optimal Brain Surgeon Algorithm

8.
Find an optimum w(w*) based on perceptron learning algorithms.
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1.a)
Explain the applications of self-organizing mapnetworks

b) Explain  the training algorithm of Kohonen's layer training algorithm.

2.
Distinguish between the use of neural networks as classifiers and as approximators with the help of suitable examples

3.a)
Explain kolmogrov's theorem

b) Write a note on Evaluation of error function derivatilves

4.
Discuss about the major phases involved in the art classification process.

5.
explain in detail about the training algorithm for an ART1 net.

6.
Describe the Hopfield model. In this model why is the energy of the all zero state always '0' in any net of any size?  Use this fact to aruge that at least one threshold must be negative for the all-zero state not to be a stable well.

7.a)
With suitable examples, explain different types of associative memories. 

b) State and prove Bidirectional associative memory energy theorem.

8.
Prove Back Propagation follows from Gradient Descent and Chain Rule.
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