Code No: 411202
        IV/IV B.Tech.(I-Semester) Examination. Nov, 2002    

INFORMATION THEORY AND CODING

(Computer Science and Information Technology)
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Max.Marks:80

Answer any FIVE questions

All questions carry equal marks

***       

1.a)
Define and explain term Entropy with respect to message signals.

b) One of four possible messages Q1, Q2, Q3, Q4 having propabilities 1/8. 3/8, 3/8 and 1/8 respectively istransmitted then calculate the average information per messages.

c) State Shannon’s first fundamental theorem.

2.a)
State and explain Shannon’s second fundamental theorem on coding for memory less noisy channels.

b) A system has 20 watts of signal power 2 watts of noise power and a bandwidth of 2 KHz the calculate Shannon’s channel capacity ‘C’.

3.a)
Explain the importance of encoding the message signals.

b) Show that I(x, y) = I(y, x) for a discrete channel.

4.
Design a linear block code with minimum distance of 3 and a message block of lite of 8 bits.  Obtain and draw the [G] and [H] matrixes.

5.a)
Explain the concept of average error rate versus burst errors.

b) A 16 cycle redundancy check (CRC) than IC which supplies 16 parity check bits to each K information bit word to form an n=K+16 bit code word for error detection then what is the propability of an undetected error.

6.
Draw the shift register with feed back taps to implement first polynomial of x3+x+1.

7.
What are the different coding techniques and explain polar coding technique with a neat diagram.

8.
Write short notes on the following:

(a) bipolar coding

(b) Monchester coding

(c) Markov Sources

(d) Huffman coding.
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1.a)
Define Average information.

b) Define Maximum Channel Capacity.

c) One of Five possible messages Q1, Q2, Q3, Q4, Q5 having propabilities ½,1/4,1/8,1/16,1/16 respectively is transmitted the calculate average information flow.

2.a)
State and explain negative statement associated with Shannon’s theorem.

b) A system has 10 watts of signal power, 1 watt of Noise power and a Bandwidth of 1KHz the calculate Shannon’s Channel capacity “c”.

3.a)
For a discrete memory less source of Entropy H(s).  Show that the average code word-length for any distortion less source encoding scheme is bounded as L ( H(s).

b) Show that H(x, y) = H(x/y) + H(y).

c) Briefly discuss the classification of codes.

4.
Consider  a symmetric (7, 4) linear block code for which the syndrome digits are given by S1 = r1+r4+r6+r7;  S2 = r2+r4+r5+r7;   S3= r3+r5+r6+r7;  (a) Obtain G and H Matrices.  (b) Draw encoding and syndrome calculation circuits.

5.a)
What are the advantages and disadvantage of stop and wait versus Go-Back to n?

  b)
What is the remainder obtain by dividing n7+n5+1 by the given polynomial x3+1.

6.
Explain nature of different Errors.

7.
What are the different coding techniques and explain unipolar coding technique with neat diagram?

8.
Write short note on the following:

(a) Interference  between channels.

(b) Bipolar coding

(c) Cyclic code

(d) ARQ.

- - -
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1.a)
State Shannon’s theorem for channel capacity.

b) One of the five messages Q1, Q2, Q3, Q4 and Q5 having probabilities ½., ¼, 1/8, 1/16, and 1/16 respectively.  Calculate average information per message.

c) Consider four messages Q1, Q2, Q3, and Q4  have probabilities ½., ¼, 1/8, 1/8, calculate the rate at which binary digits are transmitted.  If the signal is sent after encoding Q1, Q2, Q3, and Q4 as 00, 01, 10, 11.

2.a)
State and explain negative statement associated with Shannon’s theorem.

b) A Ganssian channel  has 1MHz bandwidth, if the signal power to noise power spectral density S/n = 105 Hz.  Then calculate channel capacity ‘c’ and maximum information rate.

3.a)
How quantization helps in encoding message signals?

b) Show that for a discrate channel. I (x, y) ( 0.

4.
Given the following Ensemble S= (1/3, 1/3, 1/9, 1/9, 1/27, 1/27, 1/27(.  Then 

(a) Find H(s) and H(s3)  

(b) Find a compact Huffman Code when X=[0, 1] and X= [0, 1, 2].  

(c) Find the average length and efficiency for both above codes.

5.a)
What is ARQ? And why it is needed?

b) Consider the rec of 1000 bit frames on an 1-M bps. Satellite channel what is the maximum link utilization for (i) stop and wait ARQ.  (ii) continuous ARQ with a window size of -1?

6.
What are the different wave form pattern of digital signals e3xplain them?

7.
What are the different coding techniques and explain the Manchester coding technique with neat diagram.

8.
Write short note on the following:

(a) unipolar coding.  (b) differential Monchester coding.  (c) Hamming distance.  (d) stop and wait ARQ.

- - -
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1.a)
Define information Rate? And obtain expression for information Rate?

b) State Shannon’s first fundamental theorem.

c) One of four possible messages Q1, Q2, Q3, Q4 having propabilities 1/8. 3/8, 3/8 and 1/8 respectively istransmitted then calculate the average information per messages.

2.a)
State and explain Shannon’s second fundamental theorem on coding for memory less noisy channels.

b)
A Ganssian channel  has 2 MHz bandwidth, if the signal power to noise power spectral density (s/n) = 1010 Hz.  Then calculate channel capacity ‘c’ and maximum information rate.

3.a)
What are the different ways of decreasing the Bandwidth and impairing noise immunity?

b) A binary source is emitting an independent sequence of 0’s and 1’s with propabilities of P and 1-P respectively.  Plot the Entropy of the source?

4.a)
Apply Shannon’s binary encoding procedure to the following measures and determine code efficiency and redundancy?


m1

m2

m3

m4

0.1

0.2

0.3

0.4

b) A source has six symbols with propabilities P1, P2, P3, P4, P5, P6 such that P1 ( P2  ( P3  ( P4  ( P5  ( P6 if P6 = 1/12,  construct the Shannan’s fano code for the above messages and determine the efficiency of the binary code so formed?

5.a)
Explain stop and wait ARQ in detail.

b) A 16 bit cyclic redundancy code (CRCD) iran IC which supplies 16 parity check bits to each K information bit word to form an n= K+16 bit code word for error detection then calculate the propability of detection errors?

6.
Explain about different Algebraic codes with examples.

7.
What are the different coding techniques and explain differential Manchester coding with neat diagram?

8.
Write short notes on the following:

(a) Convolution code  (b) noi8se less coding  (c) Interference between channels  (d) duo-binary code.
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