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Time: 3 hours.








Max.Marks:80

Answer any FIVE questions

All questions carry equal marks

***   

1.a)
Differentiate between multiple layer and single layer Networks.

   b)
What are the benefits of Neural Networks.

2.a)
What is Linear separability?  What are its limitations.

   b)
Explain Delta Rule.

3.a)
Describe the feature maps of self organizing Net.

   b)
Write and explain Back propagation algorithm.

4.
Explain about GROSSBERG layer and its training mechanism.

5.a)
What are Non-linear optimization problems.

b)
Explain canchy Training algorithm, what are its problems and how to overcome them.

6.a)
Explain BAM structure with a figure 

   b)
Compare the features of different types BAM.

7.
Illustrate how ANN is applied to pattern Recognition and Image processing.  What are their dimensions.

8.
Answer any three of the following;

a) Supervised and unsupervised learning

b) ART algorithm

c) Exclusive – OR problem

d) Counter propagation Networks.
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1.a)
What is a neural Network?  Explain its  benefits.

b)
Differentiate between supervised and unsupervised training of Artificial Neural Networks.

2.
Explain perception training with an algorithm.  What are its limitations.

3.a)
Implement a backpropogation network to simulate the excusive-or function.

   b)
What is stopping criteria in Backpropagation.

4.a)
Differentiate between Kohonen layer and Gross berg layer.

   b)
What is a cluster.

5.a)
In a Traveling salesman problem, suppose there are four cities P,Q,R,S.  The distance  between any two cities is given by



P – Q : 10 
P – R : 8
P – S : 12



Q – R : 6 
Q – S : 11
R – S : 7


Design a Hopfield net to solve the problem.  What is the solution.

   b)
Explain about statistical Hopfield Network.

6.
Use a BAM to store three pairs of vectors as follows.



Original vector


Associated vectors


A1 = [ 1, - 1,1]



B1 = [ -1,1,1,-1]



A2 = [ -1, 1, 1]



B2 = [ 1, -1, 1,1]



A3 = [ 1, 1, 1 ]



B3 = [ -1, 1, 1, -1]

i) Specify Network structure

ii) Specify the connection weights

iii) Examine whether BAM can accurately retrieve the associated vector given each of the original vectors.

7.
Explain the different layers of Adaptive resonance theory (ART) Architecture

8.
Answer any three of the following:

a)Boltzman’s machine algorithm (b) Hebbian learning rules.(c) Simple and multiple layer networks (d) Application of Neural Networks in Image processing
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1.a)
What is a neural Network?  Discuss the benefits of Neural Networks.

   b)
Differentiate between supervised and unsupervised Training

2.a)
Implement a Backpropagation network to simulate the exclusive-or function;



Input 1 
Input 2

Input 



   1

   1

   0



   0

   1
               1



   1  

   0
               1



   0

   0

   0

b)
Try the architecture in which there is a hidden layer with three hidden units and the network is fully connected.

3.a)
Explain Hebbian Learning rules.

   b)
Explain GROSSBERG Layer and how is it trained.

4.a)
Differentiate between Adaptive BAM and competitive BAM.

   b)
Describe a bout Hopfield model.

5.a)
Give the classification of ART

   b)
How is artificial Neural Networks applied to pattern recognition.

6.
In the traveling salesman problem, suppose there are four cities A,B,C and D.  The distances are give as 




A
B
C
D



A
0
10
8
12



  B
10
0
6
11



  C
8
6
0
7



  D
12
11
7
0


Design a Hopfield Net to solve the problem.  What is it solution.

7.a)
Explain perception Training Algorithm.

   b)
What are the different problems with it and how they are tackled.

8.
Write short notes on;

a)Boltzman’s machine algorithm (b) Data compression using counter propogation (c) Local maxima and its derivation
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1.a)
Differentiate between single layer and multie layer perceptions.

   b)
What are the benefits of neural networks.

2.a)
Discuss how to use back propagation network as a noise filter in signal processing.

   b)
Explain the need of Back propagation using two layer Network.

3.a)
Explain about Kohonen Networks and their implementation.

   b)
What is a Chester and where is it used?

4.a)
Use a BAM to store three pairs as follows:



Original vector


Associated vectors


A1 = [ 1, - 1,1]



B1 = [ -1,1,1,-1]



A2 = [ -1, 1, 1]



B2 = [ 1, -1, 1,1]



A3 = [ 1, 1, 1 ]



B3 = [ -1, 1, 1, -1]

i) Specify the network structure

ii) Specify the connection weights.

   b)
What is Boltzman’s machine algorithm?  Explain.

5.
Solve traveling salesman problem using recurrent  Networks.

6.
What is meant by linear seperability?  What are its limitations?


How to over come the limitations

7.a)
Give the architecture of Adaptive Resonance Theory (ART)

   b)
How is Artificial Neural Network applied to image processing

8.
Write short notes on;

a) Delta Rule

b) Temporal Instability

c) Grossberg Layer and its training
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